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A B S T R A C T

Effective data assimilation methods for incorporating observations into marine biogeochemical models are re-
quired to improve hindcasts, nowcasts and forecasts of the ocean's biogeochemical state. Recent assimilation
efforts have shown that updating model physics alone can degrade biogeochemical fields while only updating
biogeochemical variables may not improve a model's predictive skill when the physical fields are inaccurate.
Here we systematically investigate whether multivariate updates of physical and biogeochemical model states
are superior to only updating either physical or biogeochemical variables. We conducted a series of twin ex-
periments in an idealized ocean channel that experiences wind-driven upwelling. The forecast model was forced
with biased wind stress and perturbed biogeochemical model parameters compared to the model run re-
presenting the “truth”. Taking advantage of the multivariate nature of the deterministic Ensemble Kalman Filter
(DEnKF), we assimilated different combinations of synthetic physical (sea surface height, sea surface tempera-
ture and temperature profiles) and biogeochemical (surface chlorophyll and nitrate profiles) observations. We
show that when biogeochemical and physical properties are highly correlated (e.g., thermocline and nutricline),
multivariate updates of both are essential for improving model skill and can be accomplished by assimilating
either physical (e.g., temperature profiles) or biogeochemical (e.g., nutrient profiles) observations. In our
idealized domain, the improvement is largely due to a better representation of nutrient upwelling, which results
in a more accurate nutrient input into the euphotic zone. In contrast, assimilating surface chlorophyll improves
the model state only slightly, because surface chlorophyll contains little information about the vertical density
structure. We also show that a degradation of the correlation between observed subsurface temperature and
nutrient fields, which has been an issue in several previous assimilation studies, can be reduced by multivariate
updates of physical and biogeochemical fields.

1. Introduction

With the rapid expansion of ocean observing platforms, which now
provide a wealth of observations, and growing numerical model cap-
abilities, effective ways of combining observations and dynamic models
through data assimilation (DA) are needed. While DA techniques and
methodologies are well developed in meteorology and physical ocea-
nography (e.g., Ghil and Malanotte-Rizzoli, 1991; Houtekamer and
Mitchell, 1998, 2001; Kalnay, 2003), their applications in marine bio-
geochemical models are less mature, but actively developing (see re-
views of biogeochemical state estimation in Gregg, 2008; Edwards
et al., 2015, and state-parameter estimation in Gharamti et al., 2017a,

b). Biogeochemical data assimilation falls into two general categories,
the optimization of biogeochemical model parameters through mini-
mization of a cost function (e.g., Fennel et al., 2001; Friedrichs et al.,
2007; Kuhn et al., 2015) and updates to the biogeochemical model state
by incorporating available observations sequentially (e.g., Eknes and
Evensen, 2002; Natvik and Evensen, 2003; Ciavatta et al., 2011; Hu
et al., 2012; Ford et al., 2012; Mattern et al., 2013; Ford and Barciela,
2017). Recent efforts have shown that model parameters can also be
updated sequentially along with the model state variables (e.g., Simon
et al., 2015; Gharamti et al., 2017a, b).

For biogeochemical state estimation, efforts have primarily been
made in assimilating satellite ocean color observations, predominantly
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satellite-derived chlorophyll, into coupled physical–biogeochemical
models (e.g., Natvik and Evensen, 2003; Gregg, 2008; Ciavatta et al.,
2011; Hu et al., 2012; Ford et al., 2012; Fontana et al., 2013; Ford and
Barciela, 2017). Assimilation of satellite ocean color products other
than chlorophyll, such as phytoplankton absorption coefficients
(Shulman et al., 2013), diffuse light attenuation coefficients
(Ciavatta et al., 2014), and remote-sensing reflectance (Jones et al.,
2016) are also being pursued. However, it has long been recognized
that deficiencies in biogeochemical fields can arise from deficiencies in
the physical state (e.g., Doney, 1999; Oschlies and Garcon, 1999; Doney
et al., 2004) because the physics controls both horizontal and vertical
transport of nutrients, oxygen, plankton and many other biogeochem-
ical variables. Several studies have investigated the impact of assim-
ilating physical data alone on coupled physical–biogeochemical systems
(Berline et al., 2007; Samuelsen et al., 2009; While et al., 2010; El
Moussaoui et al., 2011; Fiechter et al., 2011; Raghukumar et al., 2015).
One important and perhaps surprising finding drawn from these studies
is that, despite the clear improvement in physical model fields, the
physical data assimilation alone does not generally improve, but often
degrades, simulated biogeochemical fields. For example,
While et al. (2010) and El Moussaoui et al. (2011) reported over-
estimated surface nutrients and chlorophyll concentrations, particularly
in equatorial regions, associated with spurious increases in vertical
velocities when assimilating physical data in global ocean models.
Berline et al. (2007) found large increases in vertical nutrient fluxes in
mid-latitudes and sub-tropics that were partly due to the misalignment

between physical and biogeochemical fields resulting from updates of
the physical fields. Raghukumar et al. (2015) also showed that assim-
ilating physical data leads to elevated production, particularly in oli-
gotrophic regions, and attributed the overestimation to a net upward
nutrient flux resulting from high vertical velocity fluctuations due to
the “initialization shocks” after updates to the density distribution, and
increased nutrient variance on density surfaces due to the adjustment of
physical variables in the assimilation step.

Collectively the above studies demonstrate that adjusting only
physical or biogeochemical fields is not sufficient to improve the full 3D
biogeochemical model state. An obvious next step is the simultaneous
updating of physical and biogeochemical fields. Two approaches have
emerged to address it. The simpler approach is applying a correction to
the nutrient field alongside the physical data assimilation
(Shulman et al., 2013; While et al., 2010). The second approach is to
jointly assimilate physical and biogeochemical observations into the
models. To date, few studies have explored this idea but with en-
couraging results (Anderson et al., 2000; Ourmières et al., 2009; Song
et al., 2016a,b; Mattern et al., 2016). These studies show that assim-
ilating both physical and biogeochemical data can maintain dynamical
consistency between the physical and biogeochemical fields and pro-
vide better state estimates than only assimilating one or the other.
However, one clear drawback of this approach is that the required
physical and biogeochemical observations might not always be avail-
able concurrently.

Here we propose and test an alternative approach for updating both

Fig. 1. (a) Wind stress for the high-wind and low-wind model runs. The vertical lines indicate the timing of assimilation steps. (b) Model bathymetry and (c) vertical
grid of cross-channel transect. The red dashed lines in (b) show the position of the cross-channel transect and an along-channel section. The circles show the 28
stations where temperature profiles are sampled. The filled circles show the 16 stations where nitrate profiles are sampled. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

L. Yu et al. Ocean Modelling 126 (2018) 13–28

14



types of model fields even when only one data type (biogeochemical or
physical) is available. The approach takes advantage of the inherently
multivariate nature of the Ensemble Kalman Filter (EnKF) to generate
multivariate increments that can be applied consistently to all model
state variables. While the EnKF has been used to assimilate physical or
biological ocean observations in the past, its ability to update biological
model fields by assimilating physical observations and vice versa has not
yet been tested in ocean applications. This paper aims to systematically
assess whether, when and why multivariate EnKF updates of both
physical and biogeochemical fields can outperform isolated updates of
physical or biogeochemical fields by assimilating only one observation
type, and compare these two DA strategies against the joint updates of
both fields by assimilating both observation types. This is achieved by
conducting a series of twin experiments in an idealized ocean channel
that experiences wind-driven upwelling.

2. Model description and experimental setup

2.1. The coupled physical–biogeochemical model

We use the Regional Ocean Modeling System (Haidvogel et al.,
2008; ROMS, http://myroms.org), configured in a computationally ef-
ficient idealized channel. ROMS is a free-surface, terrain-following,
primitive equation ocean model that has been used extensively for
coupled physical–biogeochemical modeling and data assimilation (e.g.,
Hu et al., 2012; Raghukumar et al., 2015; Song et al., 2016a,b). The
idealized channel is 82 km wide, with the depth symmetrically in-
creasing from 25m at the two edges to 140m in the middle (Fig. 1). The
model grid is uniformly spaced with a horizontal resolution of 1 km,
generating 84 cross-channel and 82 along-channel grid points, and has
16 terrain-following vertical layers with thickness ranging from 1.6m
at the surface near the channel edges to 22.6 m at the bottom of the
mid-channel. Periodic lateral boundary conditions are applied to the
southern and northern open boundaries; that is, any physical or bio-
geochemical tracer or flow that leaves the domain through one
boundary will re-enter at the opposite side. Vertical mixing is para-
meterized using the Mellor and Yamada (1982) Level 2.5 turbulence
closure scheme. Bottom friction is specified using a linear drag for-
mulation.

The model is forced with a uniform along-channel wind that gen-
erates upwelling on one side of the channel and downwelling on the
other. The wind forcing is prescribed by a clipped sine curve resulting
in 30 days of non-zero wind stress followed by 30 days of relaxation
without any wind forcing. Gaussian noise with a standard deviation of
0.002 Pa is added to generate a more realistic wind regime. One cycle
with a peak wind stress of 0.07 Pa (high wind) and 0.06 Pa (low wind)
is shown in Fig. 1a.

The biogeochemical component of the coupled model uses the ni-
trogen cycle model of Fennel et al. (2006). The model is a relatively
simple representation of the pelagic nitrogen (N) cycle, including two
species of dissolved inorganic nitrogen, nitrate (NO3) and ammonium
(NH4); one phytoplankton group (Phy); chlorophyll (Chl) as a separate
state variable to allow for photoacclimation; one zooplankton group
(Zoo); and two pools of detritus representing large, fast-sinking parti-
cles (LDet) and suspended, small particles (SDet). The model accounts
for photoacclimation of phytoplankton based on the model of
Geider et al. (1997), resulting in a variable ratio of chlorophyll to
phytoplankton biomass. In the model, the biogeochemical fields do not
influence physical fields, i.e. there is no feedback from biology to
physics. This coupled model has been a valuable tool for understanding
interacting physical and biogeochemical processes within realistic
configurations for both coastal (e.g., Fennel et al., 2006, 2008) and
open ocean ecosystems (e.g., Xue et al., 2013), as well as for data as-
similation experiments (e.g., Hu et al., 2012; Mattern et al., 2013).

The biogeochemical component of the coupled model was spun up
for 1 year without any wind forcing, and no flow at the lateral

boundaries. The initial temperature ranges from 14.5 °C at the mid-
channel bottom to 22 °C at the surface, initial nitrate ranges from
13.5 mmol N m−3 at depth to 0.5mmol N m−3 at the surface, and all
other initial biogeochemical variables were homogeneous at a low
positive value. Salinity was fixed at 35 PSU and surface heat flux was
not included in this idealized setup. The biogeochemical variables
reached a steady state after 1 year of spin-up. The spun-up biogeo-
chemical fields were used as initial condition for all coupled simula-
tions, which were forced with high or low wind (Fig. 1a) for 180 days
(covering three wind cycles).

2.2. Experimental framework

The performance of different data assimilation strategies is eval-
uated in twin experiments that consist of a reference model run re-
presenting the ‘truth’ from which synthetic observations are generated,
and a model with biased physics and biology that is subject to en-
semble-based assimilation of the synthetic observations. We test two
contrasting scenarios: Scenario 1, where the forecast model is forced
with lower wind stress and a lower photosynthesis-irradiance (PI)
parameter value than the truth leading to underestimation of the true
upwelling and productivity; Scenario 2, where a higher wind stress and
higher PI value lead to overestimation of upwelling and productivity.
For the sake of brevity, we only detail the experimental setup of
Scenario 1; Scenario 2 is identical except for the wind forcing and
biological parameter set.

In Scenario 1, the reference (or ‘truth’) is generated by running the
coupled model as described in Section 2.1. and forced with higher wind
(peak wind stress of 0.07 Pa, denoted as high wind in Fig. 1a). The
along-channel, northward wind leads to upwelling of nutrient-rich, cold
water at the western edge of the channel stimulating phytoplankton
growth (assuming Coriolis frequency f>0).

Synthetic observations are sampled from the reference run, in-
cluding sea surface height (SSH), sea surface temperature (SST) and
surface chlorophyll at all grid points (assuming no data missing due to
cloud cover), and 28 temperature and 16 nitrate profiles from a regular
sampling grid (see Fig. 1b). Typical Gaussian observation errors of N(0,
0.3 °C) for temperature (both SST and temperature profiles), N(0, 1 cm)
for SSH, N(0, 35%*true concentration) for surface chlorophyll, and N(0,
10%*true concentration) for nitrate profiles are added to the synthetic
data. In addition, smaller errors in the biological observations, i.e. N(0,
10%*true concentration) for chlorophyll and N(0, 5%*true concentra-
tion) for nitrate, are tested as described in Section 2.2.3.

In the biased model, the peak wind stress is about 14% smaller.
Gaussian noise with a standard deviation of 0.002 Pa was added to the
wind stress to create an ensemble of wind forcing files (one realization
is shown in Fig. 1a, denoted as low wind). In addition, the five biolo-
gical parameters to which the system is most sensitive were perturbed.
These parameters were identified in sensitivity experiments as follows.
For each parameter the model was run twice, after doubling and
halving the parameter value. The five parameters for which these per-
turbations resulted in the largest Root Mean Square (RMS) difference to
the unperturbed simulation are referred to as the most sensitive ones. In
the ensemble simulations, all five parameters are sampled from a uni-
form distribution around their nominal value with a variance of 75% of
the nominal value. The nominal values of the top two most sensitive
parameters, the photosynthesis-irradiance initial slope (0.015mg C (mg
chl W m−2 d)−1) and zooplankton grazing rate (0.6 d−1), are set to be
40% lower than those of the reference run to simulate model bias er-
rors. The other three parameters, phytoplankton growth rate (1.0 d−1),
mortality rate (0.1 d−1), and maximum chlorophyll to carbon ratio
(0.0535mg chl (mg C)−1), are not biased.

2.2.1. DEnKF algorithm
We use the deterministic formulation of the EnKF (DEnKF), which

was introduced by Sakov and Oke (2008) and has been used previously
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in biogeochemical data assimilation applications (e.g., Simon et al.,
2015; Jones et al., 2016).

The central idea underlying the EnKF is that an ensemble of model
simulations can be used to approximate the model's estimate of un-
certainty, and that the model state can be updated using available ob-
servations as the ensemble is integrated forward in time (Evensen,
1994). The EnKF algorithm consists of sequential forecast and analysis
steps. During the forecast step, the model ensemble is propagated for-
ward in time. During the analysis step, the model state is updated using
the Kalman Filter (KF) analysis equation:

= + −x x K d Hx( ),a f f (1)

where x is the n× 1 model state estimate vector (n is the number of
model state variables at all grid points), the superscripts a and f re-
present the analysis and the forecast estimates, respectively, d is the
m× 1 vector of observations (m is the number of available observa-
tions), H (linear in this form, dimension of m× n) is the measurement
operator mapping the model state onto the observations, and K is the
n×m Kalman gain matrix, given as

= +
−K P H HP H R( )f T f T 1 (2)

where Pf represents the n× n prior sample error covariance matrix
(approximated using the forecast ensemble), R is the m×m observa-
tion error covariance, and superscript T denotes matrix transpose.

In the original stochastic EnKF (Burgers et al., 1998), the forecast
ensemble Xf is updated via Kalman analysis Eq. (1) and requires per-
turbing observations d in order to obtain an analysis error covariance
consistent with that given by the (linear) Kalman Filter. In contrast, the
DEnKF updates the ensemble mean and ensemble anomalies separately
without perturbing observations, and is hence termed ‘deterministic’.
First, the forecast ensemble mean X f is updated as in Eq. (1). Then, the
forecast ensemble anomalies Af are updated by = −A A KHAa f f1

2 ,
which ensures that the resulting covariance matrix is slightly inflated
compared to the theoretical value given by the Kalman Filter. Finally,
the analysis ensemble is reconstructed as = + …X A X X[ , , ]a aa a . For
more details on the DEnKF see Sakov and Oke (2008).

In principle, the DEnKF can update the entire model state based on
the correlations in the ensemble covariance between the observations
and model variables. However, computational constraints often pro-
hibit inclusion of all 3D state variables in the assimilation state
vectorXi

f (the ith ensemble member). Here we limit updates to the four
biological variables (nitrate, chlorophyll, phytoplankton and zoo-
plankton) and one physical variable (temperature) that are most re-
levant to the dynamics of the system.

2.2.2. Assimilation settings
We chose an ensemble size of 20 for our data assimilation experi-

ments. Relatively small ensembles like this can lead to spurious corre-
lations between distant grid points. To prevent the potential negative
effects of spurious correlations, we applied a distance-based localization
method known as local analysis (Evensen, 2003; Hunt et al., 2007;
Sakov and Bertino, 2011). In local analysis, the spatial domain of in-
fluence of each observation is artificially reduced by multiplying the
ensemble anomalies and innovations with a distance-dependent loca-
lization function (Gaspari and Cohn, 1999). We chose a localization
radius of 20 km for SST, SSH, temperature profiles and nitrate profiles,
and 10 km for surface chlorophyll. Additionally, to account for the
underestimation of the forecast error covariance due to the small en-
semble size, an inflation factor of 1.05 was applied to the ensemble
anomalies inflating the ensemble around its mean at every update step
(Anderson and Anderson, 1999). The localization radius and inflation
factor are based on initial tests that involve selecting the values that
best reduce the model-data errors without causing ensemble collapse or
generating discontinuities in the analyzed fields.

Additional practical implementation choices were made to make the
DEnKF performance more robust as follows. Because chlorophyll and

nitrate concentrations at some grid points can be as low as 10−4 mg/m3

(for chlorophyll) or mmol/m3 (for nitrate), resulting in extremely low
magnitudes of the observation error covariance R, we set a lower limit
of 10−2 for the diagonal elements of R corresponding to chlorophyll
and nitrate observations. This is equivalent to artificially increasing the
error of very low chlorophyll and nitrate observations. This can be
thought of as applying inflation in the observation space, which has
already been explored in Anderson (2009). We also inflate the assumed
observation error covariance by a factor of 2 when updating the en-
semble anomalies while using the original observation error variance
for updating the ensemble mean as proposed in Sakov et al. (2012). This
is done to produce a weaker update for the ensemble-based state error
covariance without changing the ensemble analysis mean, and hence
retain a larger ensemble spread. To prevent an initial shock to the
system due to large initial updates, we increased the observation error
by a factor of 8, 4 and 2 for the first three DA steps, respectively as in
Sakov et al. (2012). Finally, a post-processing step was performed at the
end of each update step resetting any negative values of temperature
and biogeochemical variables to their corresponding forecast values
(less than 0.2% of grid cells were affected by this throughout the as-
similation period).

2.2.3. Data assimilation experiments
We carried out a series of assimilation experiments for Scenarios 1

and 2 (Table 1) using different strategies for assimilating a single
(biogeochemical or physical) or both observational data types: Method
1 “Isolated updates”, where only one of the two data types is used,
either physical observations to update physical model fields or bio-
geochemical observations to update biogeochemical model fields;
Method 2 “Multivariate updates | single data type”, where only one
data type is used to update both physical and biogeochemical model
fields taking advantage of the multivariate covariance structure within
the DEnKF; and Method 3 “Joint updates | both data types”, where both
data types are assimilated in a two-step update, with physical ob-
servations being used first and biogeochemical observations used next.
The acronyms for assimilation experiments introduced in Table 1 are in
accord with the posterior probability of the model state given the ob-
servations (e.g., p(model | observation)). In all experiments, the DEnKF
update is performed every two days during upwelling peaks of the
second and third wind cycle (day 74 to 98 and 134 to 158, respectively)
leading to 26 assimilation steps in total. Detailed analysis of the ex-
periments focuses on the third wind cycle when the largest deviation
between the biased ensemble runs and the true state has developed.

The assimilation impact is assessed by comparing the assimilative runs
to an ensemble of model simulations with the same model configuration but
without any data assimilation. This ensemble run is referred to as the ‘free
run’. The model's forecast skill, a metric of how long the model's forecast
from the analysis outperforms the free run, is also assessed. For this purpose,
we perform 25-day ensemble runs, referred to as ‘forecast runs’, that are
initialized from the updated states on day 140 (the 17th DA step) and forced
with the same winds as the assimilation runs.

Model-data misfit is quantified by examining the deviations from
the truth (model minus truth). For DA runs at assimilation times, when
both forecast and analysis exist, the forecast ensemble mean is used for
calculating the deviation. We first computed the daily deviations at
each grid point during the analysis period (day 134 to 158), and then
averaged the deviation or absolute deviation values over space and time
to obtain the mean deviation (bias) and the mean absolute deviation
(MAD). Symbols biassurf and MADsurf represent bias and MAD averaged
over the surface layer only, whereas MADall represents averaging over
the entire water column.

3. Results

Below we provide a detailed analysis of Scenario 1 (the case un-
derestimating upwelling and productivity). Results from Scenario 2 (the
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case overestimating upwelling and productivity) are presented in
Section 3.4.

3.1. Comparison between truth and free run

Time series of domain-averaged surface temperature, nitrate and
phytoplankton from the truth, free run and different DA runs are shown
in Fig. 2. Compared to the truth, the free run is overall warmer and has
lower surface nitrate and phytoplankton due to weaker upwelling.
Fig. 3 shows a snapshot of SSH, surface temperature, nitrate and phy-
toplankton on day 140. SSH anomalies on both upwelling and down-
welling edges are smaller in the free run than the truth. In the free run,
the band of cold, nutrient-rich water along the upwelling edge is much
narrower than in the truth, and the band of elevated phytoplankton
concentrations detached from the coast in the truth is not simulated by
the free run. The corresponding vertical distributions of the same
variables along a cross-channel transect are shown in Fig. 4. The re-
ference isotherm (represented by the 16 °C isotherm) and reference
isopleth of nitrate (represented by the 5mmol NO3 m−3 isoline) coin-
cide and are deeper in the free run than the truth at the upwelling edge.
Along-channel section-averaged temperature and nitrate profiles near
the upwelling edge (Fig. 5a, e) show that in the free run temperature is
warmer and nitrate concentration lower than the truth in the top 60m.
The differences between the truth and free run are also reflected by the
positive biassurf in temperature, negative biassurf in nitrate and phyto-
plankton as well as the large MADall in all variables (Fig. 6).

3.2. Impact of assimilation on physical and biogeochemical states

3.2.1. Method 1 “Isolated updates”
First, we assess the assimilation impact when biogeochemical vari-

ables are used to update only biogeochemical variables, or physical
variables to update only physical variables. Assimilating surface
chlorophyll to correct the biogeochemical variables alone (B|chl and

B|chl10%) barely affects the time evolution of surface nitrate and im-
proves surface phytoplankton only when the chlorophyll observation
error is reduced to 10% (Fig. 2, second row). The point-to-point com-
parison metrics confirm that B|chl and B|chl10% slightly reduce biassurf
and MADsurf for phytoplankton, but B|chl10% leads to an increase in
MADall for nitrate and phytoplankton (Fig. 6). In B|chlN and B|chlN5%,
where nitrate profiles are assimilated in addition to surface chlorophyll,
the updates in surface nitrate and phytoplankton are more noticeable
than in B|chl, but the ensemble mean is still far from the truth (Fig. 2,
third row), and the reference isopleth of nitrate in B|chlN is only slightly
lifted up to the truth (Fig. 5f). The metrics in Fig. 6 show that B|chlN
improves nitrate with a smaller biassurf and MADall than B|chl. Reducing
the nitrate observation error (B|chlN5%) leads to little further im-
provement relative to B|chlN.

Assimilating SST and SSH (T|Psurf) remarkably improves surface
temperature and increases surface nitrate and phytoplankton con-
centrations toward the truth without directly updating them during
analysis steps (Fig. 2, fourth row). However, the phytoplankton peak is
delayed and concentrations are overestimated after the peak in up-
welling. T|Psurf clearly lifts up the reference isotherm and isopleth of
nitrate toward the truth (Fig. 5c, g), but degrades the nitrate profile at
depths greater than 25m (Fig. 5g). The comparison metrics show that
T|Psurf improves SSH, temperature, surface nitrate, and phytoplankton
with lower biases and MAD values, but degrades subsurface nitrate with
higher MADall than the free run (Fig. 6). Compared to T|Psurf, assim-
ilating additional temperature profiles (T|Pall) improves the timing of
the phytoplankton peak but overestimates phytoplankton more after
peak upwelling (Fig. 2, fifth row). Comparison metrics in Fig. 6 show
that T|Pall further improves temperature with lower MADall, but de-
grades nitrate with higher MAD values than those in T|Psurf and the free
run (Fig. 6).

None of the Method 1 “Isolated updates” approaches satisfactorily
improves the biogeochemical ocean model state, although the physical
model state is remarkably improved by assimilating the physical data.

Table 1
Overview of assimilation experiments.

Experiment Updated 3D fields Assimilated observations

T NO3 Chl, Phy, Zoo SSH, SST T profiles Surface chl N profiles

Method 1 “Isolated updates” B|chl ✓ ✓ ✓
B|chl10% ✓ ✓ ✓
B|chlN ✓ ✓ ✓ ✓
B|chlN5% ✓ ✓ ✓ ✓

T|Psurf ✓ ✓
T|Pall ✓ ✓ ✓

Method 2 “Multivariate updates | single data type” TB|chl ✓ ✓ ✓ ✓
TB|chl10% ✓ ✓ ✓ ✓
TB|chlN ✓ ✓ ✓ ✓ ✓
TB|chlN5% ✓ ✓ ✓ ✓ ✓

TN|Psurf ✓ ✓ ✓
TN|Pall ✓ ✓ ✓ ✓

Method 3 “Joint updates | both data types” T|Psurf_B|chl ✓1 ✓2 ✓2 ✓1 ✓2
T|Pall_B|chlN ✓1 ✓2 ✓2 ✓1 ✓1 ✓2 ✓2
TN|Psurf_B|chl ✓1 ✓1, 2 ✓2 ✓1 ✓2
TN|Pall_B|chlN ✓1 ✓1, 2 ✓2 ✓1 ✓1 ✓2 ✓2

Assimilated or updated fields are checked (✓). The numbers 1 and 2 in Method 3 experiments indicate the step where the corresponding field is assimilated or
updated. The second column gives the code for each experiment. In accord with the posterior probability of the model state given the observations (e.g., p(model |
observation)) the capital letters that appear before the vertical line define the 3D fields to be updated. B, N and T correspond to the biogeochemical variables
(chlorophyll, phytoplankton, zooplankton and nitrate), just nitrate, and temperature, respectively. The variables that appear after the vertical line define the
observations that are assimilated, where chl, N, Psurf and Pall denote surface chlorophyll, nitrate profiles, physical variables at the surface (SSH and SST), and physical
variables at both surface and depth (SSH, SST and T profiles), respectively. The subscript following chl (or N) denotes reductions in the observation error of surface
chlorophyll (or nitrate profiles) to 10% (or 5%) instead of the default 35% (10%) used in the other experiments. The underscore in Method 3 codes indicates the
separation of the two update steps.
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Fig. 2. Time series of the surface domain-averaged water temperature (T), concentrations of nitrate (NO3), and phytoplankton (Phy) for truth, free run and different
assimilation runs. For the free and assimilation runs, the ensemble means are shown as solid colored lines, the standard deviation of the ensemble as dark colored
area, and the range between the minimum and maximum value of the ensemble as light colored area. Black vertical lines indicate the timing of assimilation steps.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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3.2.2. Method 2 “Multivariate updates | single data type”
Second, we assess the impact of multivariate updates, where a single

data type (biogeochemical or physical observations) is used for multi-
variate updates of biogeochemical variables and temperature.
Assimilating only surface chlorophyll (TB|chl) slightly improves surface
temperature and nitrate relative to B|chl (Fig. 2, second row) with
slightly smaller biassurf and MADall (Fig. 6). Reducing the chlorophyll
observation error (TB|chl10%) leads to larger increases in surface nitrate
and phytoplankton (Fig. 2, second row) that further reduce their biassurf
and nitrate MADsurf, but also substantially increases nitrate MADall.

Assimilating additional nitrate profiles to update both physical and
biogeochemical fields in TB|chlN and TB|chlN5%, remarkably improves
the time evolution of surface temperature during the upwelling period,
and nitrate and phytoplankton for the entire time period (Fig. 2, third
row) compared to B|chlN, B|chlN5% and TB|chl. Improvement in
TB|chlN is also obvious in the spatial distributions, with an extended
area of cold and high-nutrient water along the upwelling edge (Fig. 3)
and a clear lift of the reference isotherm near the surface and isopleth of
nitrate toward the truth compared to the free run and B|chlN (Figs. 4
and 5). TB|chlN and TB|chlN5% yield the smallest MADall for all

Fig. 3. Surface layer on day 140 (assimilation step 17) for different state variables from the truth, free run and different assimilation runs. The black dashed line
shows the zero contour line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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variables among DA runs that only assimilate biogeochemical ob-
servations (Fig. 6).

Then we used physical observations (SSH and SST in TN|Psurf; SSH,
SST and temperature profiles in TN|Pall) for multivariate updates of
physical variables and the nitrate field. We only update the nitrate field
instead of all biogeochemical variables because of the high correlation
between physical fields and nitrate in contrast to the relatively low
correlation between physical fields and other biogeochemical variables.
Compared to T|Psurf and T|Pall (Method 1), TN|Psurf and TN|Pall lead to
larger increases in surface nitrate and phytoplankton and overall agree
better with the truth except that surface phytoplankton is overestimated
after peak upwelling (Fig. 2, fourth and fifth rows). TN|Pall also

remarkably improves the spatial distribution of surface and subsurface
temperature and nitrate, but fails to improve that for phytoplankton
(Figs. 3 and 4). Vertically viewed, both TN|Psurf and TN|Pall effectively
lift the depths of reference isotherm and isopleth of nitrate approaching
the truth (Fig. 5). Overall TN|Pall yields lower MADall for temperature
and nitrate than TN|Psurf (Fig. 6).

Method 2 “Multivariate updates | single data type” improves the
physical and biogeochemical ocean model states more satisfactorily
than Method 1 “Isolated updates” does.

3.2.3. Method 3 “Joint updates | both data types”
The last set of assimilation experiments used both data types

Fig. 4. Cross-channel transect (see Fig. 1 for its location) on day 140 (assimilation step 17) for different state variables from the truth, free run and different
assimilation runs. The 16 °C isotherm and 5mmol NO3 m−3 isopleth for the truth are marked as solid black and white lines, respectively. Dashed black and white
lines mark the 16 °C isotherm and 5mmol NO3 m−3 isopleth for the actual simulation in each panel. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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(physical and biogeochemical observations) to provide a two-step up-
date, where physical observations are assimilated first to update phy-
sical fields or both types of fields and biogeochemical observations are
assimilated next to update biogeochemical fields only. We have also

performed tests where in the second step biogeochemical observations
are used to update both types of variables but found this slightly de-
graded the updated physical fields from step one, probably because in
the first step physical observations already provide sufficient

Fig. 5. Averaged (a–d) temperature (T) and (e–j) nitrate (NO3) profiles over stations along the along-channel section (see Fig. 1 for their locations) on day 140
(assimilation step 17) for the truth, free run and different assimilation runs. For the free and assimilation runs, the solid colored lines represent ensemble means of the
section-averaged profiles, the dark colored areas represent standard deviation of the ensemble, and the light colored areas represent range between the minimum and
maximum value of the ensemble. The positions of 16 °C isotherm and 5mmol NO3 m−3 isopleth are marked as dashed lines. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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improvement to physical fields. Here we used a two-step update ap-
proach for two practical reasons: (i) its relatively lower computation
cost, and (ii) ease of selecting subsets of variables to be updated.
Theoretical considerations do provide some support for the two-step
update. Specifically in a Bayesian formulation, if the observations have
non-correlated errors, one and two-step updates should produce the
same results (e.g., Bierman, 1977). We note however, this exact
equivalence is broken by the presence of localization, inflation, and the
linearity assumption underlying the EnKF.

Compared with the physical DA runs (T|Psurf, T|Pall, TN|Psurf and
TN|Pall), Method 3 runs (T|Psurf_B|chl, T|Pall_B|chlN, TN|Psurf_B|chl and
TN|Pall_B|chlN) are as effective in increasing the surface nitrate, but
underestimate surface phytoplankton slightly more during peak up-
welling while agreeing better with the truth afterwards (Fig. 2, sixth
and seventh row). Similar to TB|chlN and physical DA runs, Method 3
effectively raises the reference isopleth of nitrate to the truth (Figs. 4
and 5). However, T|Psurf_B|chl and TN|Psurf_B|chl lead to relatively high
MADall for nitrate, similar to that in T|Psurf and TN|Psurf, suggesting that
the assimilation of additional surface chlorophyll has little information
to constrain subsurface nitrate. With additional profile observations,
T|Pall_B|chlN and TN|Pall_B|chlN simulate nitrate profiles that better
delineate the true pattern throughout the water column (Fig. 5i, j) and
substantially reduce MADall for nitrate than T|Psurf_B|chl and
TN|Psurf_B|chl (Fig. 6).

Among all DA runs across different methods (with the same ob-
servation error applied), TN|Pall_B|chlN generally yields the lowest
MADsurf or MADall for all variables presented in Fig. 6 as well as zoo-
plankton, small and large detritus listed in Table 2. Based on Table 2,
the Method 2 and Method 3 generally yield beneficial effects on more
biogeochemical variables than Method 1. Interestingly, despite the
beneficial effects on phytoplankton in many assimilation runs, zoo-
plankton is barely improved except in TN|Pall_B|chlN and TB|chlN5%.

We found that surface zooplankton is persistently underestimated in all
assimilation runs (not shown), consistent with the lower grazing rate
used in the biased model in Scenario 1. Also noticeable from Table 2 is
that small and large detritus are improved in all assimilation runs ex-
cept those only assimilating surface chlorophyll, while ammonium is
least improved by assimilation among all variables.

3.2.4. Nitrate and temperature correlation
To investigate whether and to what degree the assimilation affects

the correlation between temperature and nutrients, we present scat-
terplots of nitrate and temperature from the 28 stations shown in
Fig. 1b at all assimilation dates (Fig. 7). In the free run (Fig. 7a), there is
a tight correlation between temperature and nitrate in nitrate-rich
subsurface water, the variance of the nitrate concentration around the
best fit between nitrate and temperature is small and its PDF (prob-
ability density function) peaks sharply near 0 (Fig. 7h). Compared to
the free run, Method 1 runs that adjust only the nitrate or temperature
fields (B|chlN in Fig. 7b and T|Pall in Fig. 7c) and a Method 3 run that
has weak effect on nitrate with assimilation of surface chlorophyll
(T|Psurf _B|chl in Fig. 7d) degrade the temperature–nitrate relationship.
In these cases the nitrate variance on temperature surfaces increases by
more than 4 times and flatter, more skewed PDFs of nitrate result
(Fig. 7h, i, j) compared to the free run. In contrast, assimilation runs in
which temperature and nitrate are adjusted simultaneously either based
on multivariate updates (Method 2 runs TB|chlN in Fig. 7e and TN|Pall
in Fig. 7f, and Method 3 run TN|Psurf_B|chl in Fig. 7g) or by assimilating
both fields (Method 3 runs T|Pall_B|chlN and TN|Pall_B|chlN, not shown)
better preserve the temperature–nitrate relationship. In these multi-
variate update runs the nitrate variance increases much less (compared
Fig. 7e, f, g with Fig. 7b, c, d) and the PDF of nitrate is much sharper
than in isolated update runs (Fig. 7h, i, j).

Fig. 6. The domain- and time-averaged (a–d) biassurf, (e–h) MADsurf and (i–k) MADall for different state variables from the free run and different assimilation runs.
The narrower bars partially overlapping some assimilation runs represent the metrics for sensitivity runs with lower observation error of chlorophyll (B|chl10% in dark
red and TB|chl10% in dark blue) and nitrate (B|chlN5% in 2nd red bar and TB|chlN5% in 2nd blue bar), respectively. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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3.3. Impact of assimilation on the forecast skill

The comparisons of assimilation experiments in previous sections
show that Method 2 “Multivariate updates | single data type” and
Method 3 “Joint updates | both data types” improve ocean model fields
more significantly and better preserve the temperature–nitrate corre-
lation than Method 1 “Isolated updates”. Here we examine whether the
different assimilation methods improve model forecast skill and how
they differ.

Fig. 8 shows the difference of domain-averaged MADsurf and MADall

between the free and forecast runs for SSH, temperature, nitrate and
phytoplankton, where a positive value indicates improvement by as-
similation. It is evident that all assimilation methods improve model
forecast skill in all or at least some model fields and display positive
MAD differences for 10 to 25 days depending on the method and model
field. Specifically for physical fields, Method 2 run TB|chlN improves
forecast skill of SSH for 24 days and temperature fields for 15 days,
which is as good as the physical DA runs (T|Pall and TN|Pall) and
Method 3 runs (Fig. 8a, b, e). Assimilating additional temperature
profiles slightly improves forecast skill for physical fields with overall
higher MAD differences (e.g., compare T|Pall_B|chlN and T|Psurf_B|chl in
Fig. 8a, b, e). With respect to nitrate, Method 2 (TB|chlN, TN|Pall) and
Method 3 (all except T|Psurf_B|chl, which has little improvement on
nitrate MADall) strongly improve forecast skill for 10 days in surface
waters and 12 days in the entire water column. By comparison, Method
1 leads to smaller and shorter-lasting improvements (B|chlN) or even
has a deleterious impact (T|Pall in nitrate). Assimilating additional
profiles brings extra improvement in forecast skill for nitrate (e.g.,
compare TN|Pall_B|chlN and TN|Psurf_B|chl in Fig. 8f). For the phyto-
plankton field, the improvement in forecast skill from assimilation is
sustained for longer, with positive MADsurf and MADall difference for 25
days in all forecast runs except for surface phytoplankton in TN|Pall,
and overall larger MAD difference in Method 3 runs than Method 2 or
Method 1 runs (Fig. 8d, g).

3.4. Sensitivity of the assimilation methods to twin experimental design

We have shown in the above sections that assimilation corrects the
“underestimating upwelling and productivity” Scenario 1 by increasing
the upwelling and/or concentrations of biogeochemical variables, with
the improvements varying among different assimilation methods. The

conclusions drawn in Scenario 1 hold in the contrasting Scenario 2
where upwelling and productivity are overestimated. Consistent with
Scenario 1, Fig. 9 shows that when only assimilating surface chlor-
ophyll, Method 2 run TB|chl only slightly outperforms Method 1 run
B|chl with slightly reduced upwelling of cold water and nitrate to the
surface. However, when additional nitrate profiles are assimilated, the
improvement by Method 2 run TB|chlN over Method 1 run B|chlN is
clear with both, surface temperature and nitrate, substantially im-
proved. Assimilating physical observations satisfactorily improves sur-
face temperature and results in a better representation of surface nitrate
when nitrate is updated along with temperature (TN|Pall compared with
T|Pall). However, both runs, particularly T|Pall, substantially increase
surface phytoplankton, leading to even larger overestimation of surface
phytoplankton than in the free run (Fig. 9). The elevated production at
the surface is partially associated with spurious fluctuations in vertical
velocity when physical fields are significantly adjusted (e.g., see higher
Root Mean Square (RMS) vertical velocity in TB|chlN, TN|Psurf and
TN|Pall in Fig. S1 in the Supplement). As a result, more nutrients are
brought from the subsurface to the surface. The problem of over-
estimating surface phytoplankton is substantially mitigated when sur-
face chlorophyll and nitrate profiles are assimilated in addition to
physical observations in TN|Pall_B|chlN (Fig. 9).

The quantitative effects are summarized in Table S1 in the
Supplement. Compared to Scenario 1, the beneficial effects on bio-
geochemical variables in Scenario 2, in terms of MADall reduction, are
weaker, but the degradation of biogeochemical fields (except surface
nitrate) when assimilating physical observations to update physical
fields alone (T|Pall) is clearer. Consistent with Scenario 1, Table S1
shows that Method 2 outperforms Method 1 also in Scenario 2 with
lower MADsurf and MADall for all biogeochemical variables. Overall,
Method 3 yields the lowest MADsurf or MADall for physical and bio-
geochemical variables.

4. Discussion

We have performed a series of twin experiments comparing dif-
ferent assimilation strategies in an idealized upwelling channel that is
subject to biased physics, i.e. with weaker or stronger upwelling than
the truth, and biased biology, i.e. with perturbed biogeochemical
parameters. Our results show that updating the biogeochemical or
physical model state alone (Method 1 “Isolated updates”) is not

Table 2
Overview of assimilation effect on physical and biogeochemical model state variables in Scenario 1.

Unit: % Experiment SSH T NO3 Chl Phy Zoo SDet LDet NH4

Method 1 B|chl −4.9 −3.3 −9.7 −2.4 −7.0 −4.2 −3.8
B|chl10% +20 +13 −2.6 +14 +1.4 +15 +4.6
B|chlN −18 −2.1 −10 −4.2 −13 −8.7 −8.3
B|chlN5% −22 +3.7 −3.9 −6.8 −14 −9.0 −9.9
T|Psurf −53 −25 +14 +5.0 −13 −4.9 −32 −20 +4.3
T|Pall −58 −36 +24 +8.6 −10 −3.9 −29 −20 +5.7

Method 2 TB|chl −4.9 −9.0 −10 −6.3 −10 −4.2 −8.1 −6.2 −5.1
TB|chl10% −12 +0.3 +11 −0.4 −9.8 −1.7 −8.5 −11 −5.8
TB|chlN −25 −20 −33 −15 −19 −4.8 −23 −15 −5.4
TB|chlN5% −29 −27 −41 −23 −28 −17 −32 −26 −11
TN|Psurf −53 −25 −5.8 +18 +1.2 −4.9 −32 −19 +4.0
TN|Pall −58 −36 −24 +9.1 −7.2 −2.9 −28 −22 +5.7

Method 3 T|Psurf_B|chl −53 −25 +13 −6.3 −20 −4.9 −32 −20 +4.2
T|Pall_B|chlN −58 −36 −21 −16 −23 −6.6 −33 −23 +4.4
TN|Psurf_B|chl −53 −25 −0.2 −1.0 −12 −3.0 −31 −20 +4.5
TN|Pall_B|chlN −58 −36 −37 −13 −18 −11 −34 −31 +2.9

The assimilation effect for each variable is quantified by the percentage change of MADall in each assimilation experiment relative to the Free run MADall. A decrease
larger than or equal to 10% is considered a “beneficial” effect (highlighted in bold), an increase larger than or equal to 10% is considered “detrimental” (highlighted
in bold and italic), while less than 10% change is considered “neutral”. Variables that are not affected by assimilation in a specific experiment are left blank.
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sufficient for improving the biogeochemical ocean state and forecasts.
Without addressing the issue of biased upwelling, which is at the root of
the inaccurate simulation of biogeochemical fields, any corrections to
the biogeochemical fields during assimilation updates dissipate quickly
and do not lead to sustained improvements. When adjusting the phy-
sical model state alone, subsurface nitrate distributions are degraded
and surface productivity is overestimated despite substantial improve-
ments in physical fields. The degradation in biogeochemical fields is
primarily due to two issues: the increased nutrient variance on tem-
perature isosurfaces when only adjusting the temperature or nutrient
field, and the spurious, high vertical velocities when physical fields are
substantially adjusted. Both issues can result in unreasonable nutrient
inputs to the euphotic zone as has been reported in

Raghukumar et al. (2015).
Our experiments show that simultaneously adjusting physical and

biogeochemical fields is key to avoid breaking the temperature–-
nutrient relationship, and to improve the biogeochemical ocean model
state estimation. The simultaneous update can be achieved by Method 2
“Multivariate updates | single data type”, which takes advantage of the
correlation between physical and biogeochemical fields and the mul-
tivariate nature of the Kalman Filter, or by Method 3 “Joint updates |
both data types”, which assimilates physical and biogeochemical ob-
servations sequentially. In realistic applications, Method 3 is more
cumbersome because physical and biogeochemical observations may
not be available concurrently. This makes the remarkable improvement
obtained by Method 2 very attractive when only one type of

Fig. 7. (a–g) Scatterplots of nitrate (NO3) and temperature (T) collected from 28 stations shown in Fig. 1b at all depths and at all analysis dates for the free run and
different assimilation runs. The red line indicates the linear fit between nitrate and temperature for nitrate concentration between 2 and 12.5mmol m−3. Variance
(var) is calculated as the squared deviation of actual nitrate values from the linear fitted nitrate values at corresponding temperatures. (h–j) Probability density
function (PDF) of the deviation of actual nitrate values from fitted nitrate values for each run. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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observations is available. In our case, the extra benefit of Method 2 over
Method 1 results from a strong correlation between the biogeochemical
(or physical) observations and the unobserved physical (or biogeo-
chemical) model fields to be updated, specifically temperature and ni-
trate. For example, assimilating surface chlorophyll alone leads to
limited improvement on the 3D biogeochemical state estimation even
when correcting both physical and biogeochemical fields, because the
correlation between surface chlorophyll and interior temperature and
nitrate fields is weak. This is also confirmed by our sensitivity tests
which show that assimilating surface chlorophyll with lower observa-
tion error increases the MADall for temperature and nitrate despite the
improvement in surface phytoplankton. In contrast, when additional
nitrate profiles are assimilated, the biogeochemical state is much im-
proved and the superiority of Method 2 over Method 1 is much clearer.
Reducing the observation error of nitrate profiles further reduces
MADall for all physical and biogeochemical model fields (compare
TB|chlN and TB|chlN5% in Table 2).

Other studies have reported similar success in taking advantage of
the relationship between temperature (or density) and nutrients using
methods other than EnKF. While et al. (2010) showed that applying an
increment to the nutrient field based on the nutrient-potential density
relationship during the physical data assimilation improves nutrient
distribution. Shulman et al. (2013) found that instantaneously updating
nitrate based on observation-derived statistical relations between tem-
perature and nitrate improves model nitrate fields.

Coupled physical–biogeochemical data assimilation as in Method 3
“Joint updates | both data types” has demonstrated success in a few
studies using methods other than EnKF (Anderson et al., 2000;
Ourmières et al., 2009; Song et al., 2016a, 2016b; Mattern et al., 2016).
Here we demonstrate the advantages of Method 3 for the EnKF. Our
results add that even when physical and biogeochemical observations
are assimilated using Method 3, updating physical and biogeochemical
fields simultaneously with physical observations can result in a bigger
improvement in the biogeochemical model state (e.g., see higher fore-
cast skills in TN|Psurf_B|chl and TN|Pall_B|chlN in relative to T|Psurf_B|chl
and T|Pall_B|chlN in Fig. 8c, f). This is especially true when the available
biogeochemical observations are not able to effectively constrain the
biased biogeochemical fields, i.e. T|Psurf_B|chl (where only surface
chlorophyll is assimilated to update the biology) fails to reduce the
increased nitrate variance on temperature surfaces following assimila-
tion of physical data.

We notice that despite the remarkable improvement in nitrate in
Methods 2 and 3 runs which assimilate nitrate profiles (TB|chlN and

T|Pall_B|chlN), discrepancies between the domain-averaged surface
phytoplankton (Figs. 2 and 9) in the DA runs and the truth remain. We
attribute these discrepancies to a combination of two factors. First, the
relatively high observation error of 35% for chlorophyll results in more
modest DEnKF updates than a smaller observation error would. An
uncertainty of 35% is typically used for satellite chlorophyll and has
been adopted in several prior assimilation studies (e.g., Ciavatta et al.,
2011; Hu et al., 2012). Our sensitivity experiments show that reducing
the chlorophyll observation error could drive surface phytoplankton
closer to the truth (e.g., compared B|chl10% with B|chl, and TB|chl10%
with TB|chl in Fig. 2). Second, we forced the ensemble of free and DA
runs with phytoplankton initial slopes and zooplankton grazing rate
values that are 40% lower than those for the truth in Scenario 1 and
40% higher in Scenario 2, which act to exacerbate the underestimation
or overestimation of productivity. The two factors contributing to the
bias in phytoplankton estimation, in addition to the biased physical
fields, can also explain the inaccurate zooplankton which is consistently
underestimated in Scenario 1 and overestimated in Scenario 2. Im-
provements could be achieved by applying bias correction methods
such as state augmentation to simultaneously estimate and correct
biased parameters with the model state variables (e.g., see review in
Dee, 2005, and more recent biogeochemical ocean model applications
in Simon et al., 2015 and Gharamti et al., 2017a,b) and will be the focus
of future work.

We would also like to note that in our experiments, assimilating SSH
and SST alone (e.g., TN|Psurf) is almost as effective as assimilating ad-
ditional temperature profiles (e.g., TN|Pall) in lifting the depths of the
reference isotherm and isopleth of nitrate toward the truth, primarily
due to the tight correlation between SSH and model interior density and
nutrient structures (Wilson and Adamec, 2002). It should be noted,
however, that surface heat flux was not included in our model simu-
lations. We expect that the performance of assimilating SST to update
the thermocline will diminish as surface heat fluxes modify upper water
temperatures. Nevertheless, TN|Pall outperforms TN|Psurf with clearly
lower MADall for temperature, nitrate and phytoplankton, demon-
strating the importance of assimilating additional subsurface observa-
tions in improving the accuracy of estimated 3D fields beyond the po-
sition of the thermocline and nutricline.

To date, satellite chlorophyll, SST and SSH observations are the
main observation streams for data assimilation due to their excellent
spatial and temporal resolution and almost real-time accessibility for
most regions of the world's oceans. Fortunately with the rapid expan-
sion of ocean observing platforms, profiles of physical and

Fig. 8. Difference of domain-averaged (a–d) MADsurf and (e–g) MADall between the free run and forecast runs initialized from the ensemble analysis on day 140
(assimilation step 17). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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biogeochemical variables from floats and gliders will become more
abundant and available for data assimilation to further improve model
estimation and prediction.

5. Conclusions

We have assessed the impacts of updating physical and biogeo-
chemical model fields individually versus simultaneously via different
assimilation strategies on ocean ecosystem estimation and prediction.
We found that adjusting the physical or biogeochemical model state
alone (Method 1 “Isolated updates”) degrades the tight correlation
between temperature and nitrate and is insufficient to improve bio-
geochemical ocean state and prediction. Simultaneous multivariate or
sequential updates to physical and biogeochemical fields are required
to avoid degrading the temperature and nitrate relationship and to
strongly improve the biogeochemical model state. Simultaneous up-
dates can be realized through Method 2 “Multivariate updates | single
data type” by assimilating either physical or biogeochemical observa-
tions to update both model fields or Method 3 “Joint updates | both
data types” that sequentially assimilates physical and biogeochemical

observations. Surface chlorophyll is of limited use for improving the 3D
model state in our idealized upwelling system even when correcting
physical and biogeochemical fields because the correlation between
surface chlorophyll and interior nitrate and density structures is weak.
This highlights the importance of collecting subsurface information for
improving biogeochemical ocean model state. Overall, Method 3 “Joint
updates | both data types” outperforms Method 2 “Multivariate updates
| single data type” in terms of skill metrics, while Method 2 represents a
capable alternative when only physical or biogeochemical observations
are available.
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