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A B S T R A C T

Objectively determining the level of ecosystem model complexity necessary to achieve meaningful represen-
tations of biogeochemical cycles at different spatial and temporal scales is an outstanding issue in marine
ecosystem modeling. As part of the development of a three-dimensional (3D) Regional Ocean Modelling System
(ROMS) application for the northwest North Atlantic Ocean, we compare model results from three alternative
ecosystem model versions in which ecological complexity was increased in a step-wise fashion. In order
to ensure an objective comparison, the models were optimized to replicate observations of satellite surface
chlorophyll, and in situ chlorophyll and nitrate profiles. To overcome the high computational cost of optimizing
3D models, we use a surrogate-based optimization method; that is, an ensemble of one-dimensional (1D)
models is used as a proxy of the ecosystem model behavior in the 3D setting. The 1D models were configured
at locations where in situ profiles are available. A total of 17 optimization experiments aim to evaluate
different aspects of the comparison between the ecosystem models. We show that for all ecosystem model
versions the optimized model performance degrades when the optimization includes all observed variables
at all locations instead of individual locations only. Moreover, the choice of parameters to be optimized can
significantly affect the behavior of the optimized models and is most noticeable when multiple phytoplankton
and zooplankton groups are included. Additionally, evaluation of spatial patterns in optimal parameter values
at individual locations allows us to assess geographical model portability. In general, an optimized complex
model can achieve lower model-data misfits against assimilated data than simple models, but is also more
prone to generating unintended trophic relations. The more complex model also had decreased performance
when applied to locations different than those used for calibration (i.e., ‘‘portability experiments’’), which is
discussed in the context of the design of the cost function and selection of parameters to optimize.

1. Introduction

Since the emergence of numerical marine ecology, models have di-
versified from describing simple prey predator relationships (e.g., Riley,
1965) to representing multiple plankton functional groups and chemi-
cal variables, with dependencies on the characteristics of the physical
environment (e.g., Dutkiewicz et al., 2015; Kishi et al., 2007). There
is an ongoing discussion about the most appropriate level of ecosys-
tem complexity, model structure, and parameterizations of functional
relationships. Both simple and complex models have advantages and
disadvantages. For instance, the use of simple models under idealized
conditions has proven to be valuable in identifying and understanding
underlying mechanisms of the marine ecosystem functioning (e.g.,
Evans and Parslow, 1985; Fasham et al., 1990; Kuhn et al., 2015).
However, it is frequently argued that more realistic representations
of the plankton community composition and the interrelationships of
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marine food webs are required to improve forecasting capabilities in
regional and global models (e.g., Le Quéré et al., 2005).

Regardless of their complexity, marine biogeochemical models de-
pend on many parameters that describe biological and chemical rates
of change such as growth, mortality, and degradation rates, including
maximum rates and half-saturation concentrations in nutrient uptake
and predation formulations. As models are developed for specific re-
gions or periods, their parameters are typically calibrated to fit ob-
servations for those specific conditions. This may lead to overfitting,
a loss of model forecasting skill and of portability to different geo-
graphic locations (see Friedrichs et al., 2007). In general, the number
of parameters increases with the number of state variables in a model
(Denman, 2003); thus, complex models are at a higher risk of over-
fitting. Moreover, most of these parameters are poorly known and
wide value ranges are reported in the literature. Studies using sys-
tematic calibration methods, known as parameter optimization, have
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shown that typically available observational sets are often not sufficient
to determine more than a few of these parameters (Fennel et al.,
2001; Friedrichs et al., 2007; Ward et al., 2010; Kwon and Primeau,
2006). Parameter values may also change depending on the plankton
community composition, and thus it is possible that models need to
consider parameter variations with geography (Losa et al., 2004) or
time (Mattern et al., 2012).

Following the principle of parsimony, the simplest model able to fit
the observations should be favored over more complex ones. Failure
of a model to replicate observations suggests that the model structure
may be missing key components of the system’s behavior. Conversely,
the ability of a model to replicate a given set of observations does
not unequivocally mean that all processes are properly represented.
When models differ not only in their level of ecological complexity,
but also in the degree to which they were calibrated and in the model
pathways that were affected during calibration, it is tenuous to argue
that differences in model performance are due to structural complexity
(Friedrichs et al., 2007; Kriest et al., 2010). To better discern the effects
of increased ecosystem complexity from differences in a model’s re-
sponse due to its parameter values, it is necessary to calibrate the model
versions to comparable levels of performance and through comparable
pathways of mass flux (e.g., Xiao and Friedrichs, 2014a; Galbraith et al.,
2015; Kriest, 2017).

During the 90s, the calibration of marine ecosystem models to a
specific study region was predominantly subjective (Arhonditsis and
Brett, 2004). This approach is inefficient, increases the risk of over-
looking structural inadequacies in the models, and is complicated by
the number of parameters in play and their co-dependencies. In recent
decades, this problem has been increasingly addressed with the use
of parameter optimization techniques (Fennel et al., 2001; Kwon and
Primeau, 2006, 2008; Friedrichs et al., 2007; Bagniewski et al., 2011;
Schartau et al., 2017; Kriest et al., 2017). Parameter optimization pro-
vides a more objective framework for comparing models with different
degrees of trophic complexity, but optimization experiments require
a large number of model runs and thus, their direct application to
computationally expensive 3D models is difficult.

An alternative, which we choose here, is to perform the optimization
using a simplified faster model that replicates the results of the com-
putationally more expensive 3D model. The computationally efficient
model is referred to as a model surrogate or emulator. The surrogate
can be a statistical model, a coarser resolution model, or a reduced
order model that allows one to perform a large number of simulations
required for parameter sensitivity analyses and model calibration. Dif-
ferent techniques for the construction of statistical emulators of 3D
biogeochemical models have been tested in recent years (Hooten et al.,
2011; Leeds et al., 2012; Mattern et al., 2012). Other tested approaches
include reduced temporal resolution (Prießet al., 2013a,b), and reduced
physical dimensionality (Hemmings and Challenor, 2012; Hemmings
et al., 2015). Our methodology resembles the latter reduced dimen-
sionality studies in that our model surrogate is a mechanistic emulator
constructed with an ensemble of 1D models, located at points where in
situ chlorophyll-a and nitrate profiles are available. The surrogate (1D
models) and the target model (3D model) share the same ecosystem
model. Therefore, in comparison with statistical and reduced process-
resolution surrogates, the reduced dimensionality approach provides
insight into the ecosystem responses most affected by the physical
dynamics. Features that are well replicated in 1D are likely controlled
by the ecosystem model itself (structure, equations and parameter
values), whereas biases between 1D and 3D are a consequence of the
simplified physical framework.

In this manuscript, we focus on the methodology used to bring mod-
els with different ecological structures to a comparable level of calibra-
tion by analyzing results from several optimization experiments. Our
study region is the northwest North Atlantic continental shelf, which
involves areas with contrasting oceanographic conditions. Our over-
arching goal is to better understand the variability of phytoplankton

Fig. 1. Domain of the 3D ocean model with bathymetry of the study area (color
background), and sampling transects (black lines) of the Atlantic Zone Monitoring
Program (AZMP). The selected locations of the surrogate 1D models are represented as
orange circles along the sampling tracks. A single 1D location is included for transects
inside the Gulf of St. Lawrence, and their observational counterparts correspond to
all observations within a 0.5◦ ratio from the reference center coordinates detailed
in Table 1. Locations outside the Gulf of St. Lawrence are selected by dividing
the length of the transect (within the 3D model domain) in three non-overlapping
sections. A 1D location is placed at the center of each transect segment. Observational
counterparts correspond to all observations within a 0.5◦ ratio from the 1D location
center coordinates or within the length of the segment, whichever is shorter.

and primary production in the region, while addressing the unresolved
question of how much ecological complexity is needed to represent it.
We specifically aim to answer: 1. Does the ecosystem model structure
and/or its dependency on temperature affect the surrogate-based op-
timization performance?, and 2. How does the number of observed
variables compared, the number of parameters optimized, and the
location the model is optimized for affect each model optimization?
Aside from gaining insight about the answers to these questions, we
demonstrate that the surrogate approach is effective as a calibration
tool despite its simplicity. An in-depth comparison of chlorophyll and
primary production patterns obtained by the 3D ocean model after the
optimization will be explored in a subsequent study.

2. Study area

Our model domain covers the continental shelf and adjacent open
ocean waters of the northwest North Atlantic Ocean, including the
Newfoundland Shelf, the Grand Banks, the Gulf of St. Lawrence, the
Scotian Shelf, and the Gulf of Maine (Fig. 1). The region is at the conflu-
ence of the two major North Atlantic current systems, the equatorward
flowing Labrador Current and the northeast flowing Gulf Stream, and
is influenced by their adjoining Shelf and Slope Water currents (Loder
et al., 1998). This leads to complicated dynamics, including both cold
and warm sub-regions originating from the North Atlantic subpolar and
subtropical gyres (Townsend et al., 2004).

3. Model descriptions

3.1. Physical configuration

We use the 3D physical framework of the Regional Ocean Model-
ing System (ROMS, version 3.5, http://myroms.org, Haidvogel et al.,
2008). The model is nested within the regional ocean-ice model of
the northwest North Atlantic of Urrego-Blanco and Sheng (2012).
The physical model implementation, and detailed sensitivity analyses
and validation of the simulated physical variables of this model are
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Fig. 2. Schematics of the ecosystem models used in the study. Fluxes that do not depend on temperature are represented by black lines, and temperature-dependent fluxes are
represented by red lines A.) M1 and M2 both have the same 7 state variables: phytoplankton (𝑃 ), chlorophyll (CHL), nitrate (NO3), ammonium (NH4), zooplankton (Z), small
detritus (𝐷S) and large detritus (𝐷L). In M2 more fluxes are temperature-dependent, these are marked as dashed red lines. B.) M3 has 11 state variables: small phytoplankton
(𝑃S), large phytoplankton (𝑃L), small phytoplankton chlorophyll (CHLS), large phytoplankton chlorophyll (CHLL), nitrate (NO3), ammonium (NH4), small zooplankton (𝑍S), large
zooplankton (𝑍L), predatory zooplankton (𝑍P), small detritus (𝐷S) and large detritus (𝐷L). Grazing fluxes are indicated by red lines with a pink shading. Fluxes that converge to
feed the same variable are represented by solid circles (i.e., convergent pathways).

described in Brennan et al. (2016). The physical model has also been
shown to realistically reproduce the distinct pathways of water mass
movements in the domain (Rutherford and Fennel, 2018). Similar
to the biogeochemical application by Bianucci et al. (2015), ocean
temperature and salinity are weakly nudged (time scale of 140 days)
to climatological fields from Geshelin et al. (1999).

3.2. Ecosystem models

We compare three nitrogen-based ecosystem model versions, which
are shown schematically in Fig. 2 and referred to as M1, M2 and M3
in increasing order of complexity. M1 has previously been used in
the Mid-Atlantic Bight, a region south of our model domain (Fennel
et al., 2006). M3 is based on the North Pacific Ecosystem Model
for Understanding Regional Oceanography (NEMURO) structure (Kishi
et al., 2007). This model was chosen because an optimized version of
NEMURO has been shown to outperform simple models in the Califor-
nia Current area (Mattern et al., 2017). M2 represents an intermediate
step between M1 and M3.

M1 and M2 have 7 compartments tracking nitrate, ammonium,
phytoplankton, chlorophyll, zooplankton, and two detritus size classes.
In M1, only phytoplankton growth depends on temperature (Eppley,
1972). In M2, we introduced temperature dependency in other biologi-
cal rates (i.e., phytoplankton mortality, zooplankton grazing, excretion
and mortality). In M3, we further increased ecological complexity
by adding plankton functional groups. M3 has 11 compartments that
include 2 nutrient and 2 detritus pools similar to M1 and M2, 2 phy-
toplankton groups (representing small and large phytoplankton), and 3
zooplankton groups (small, large, and predatory zooplankton). While
the trophic structure of M3 (i.e., the interactions among planktonic
groups) is based on NEMURO, it utilizes the same functional forms as
our M1 and M2 model versions (e.g., Holling III grazing, as in Fennel
et al., 2006), instead of the Ivlev equation used in NEMURO) for sake
of better comparability.

In summary, the three model versions we compare introduce ad-
ditional ecological complexity in a step-wise fashion. In this way, we
aim to tease apart the effects of increasing the dependency of the
system on environmental factors, such as temperature, and increasing
the trophic complexity itself. The equations for the three model versions
are included in Appendix I.

Boundary and initial conditions for NO3 are based on a monthly
climatology constructed using in situ observations (see Section 4.1)
and World Ocean Atlas monthly averages (Garcia et al., 2010). Initial
and boundary conditions for all other biological variables are set to

0.1 mmol N m−3 as in Fennel et al. (2006, 2008). These variables
adjust on short time scales (days); hence, the system has no memory
of the initial values after a short spin-up phase. A phytoplankton-
to-chlorophyll ratio of 0.76 mmol N (mg Chl)−1 is assumed for the
chlorophyll initial and boundary conditions (Bianucci et al., 2015).

3.3. Surrogate model

We apply a simple 1D framework to the 22 locations presented on
Fig. 1, which are referred to as the ‘‘1D models’’ from now on. In
general, the 1D models solve a vertical diffusion term 𝑘𝐷

𝜕2𝐶
𝜕𝑧2

using
the Crank–Nicolson scheme, where 𝑘𝐷 is the diffusivity, z is depth,
and C refers to the biological state variables. The vertical resolution
is 5 m, and the vertical grid is divided into two distinct layers with
respect to mixing: a turbulent surface mixed layer (layer 1) and a
quiescent layer below (layer 2). The interface between both layers is
determined by the time-varying mixed layer depth, which is estimated
using a criterion for the maximum density gradient. For this purpose,
the density field is obtained from a base run of the 3D model. In 1D, a
high diffusivity is assigned to all grid cells above the prescribed mixed
layer depth ensuring complete mixing within the mixed layer on a time
scale of 1 day with a minimum diffusivity of 100 m2 d−1 imposed
(𝑘𝐷1 = max[MLD2 d−1, 100] = 1.2 × 10−3 m2 s−1). A lower diffusivity
(𝑘𝐷2 = 𝑘𝐷1 × 10−2) is assigned to all grid cells below the mixed layer
depth. This 1D framework has been previously used (Lagman et al.,
2014; Kuhn et al., 2015).

The 1D models also require shortwave radiation and temperature
as inputs. The shortwave radiation is the same as in the 3D model and
comes from the European Centre for Medium-range Weather Forecasts
(ECMWF) global atmospheric reanalysis (ERA-Interim) (Dee et al.,
2011). Temperature is taken from the 3D model base simulation. As 1D
models do not include horizontal advection, NO3 below the mixed layer
depth is nudged to the 3D results from the 3D base simulation with
a nudging time scale of 60 days. This nudging scheme avoids direct
impacts on the photic surface layers, where it is assumed that biological
activity has the strongest effect on nitrate. Since we focus on temporal
changes in concentrations within the upper mixed layer we disregard
the possible, but presumably small, effects of a few parameters on
reshaping the vertical distribution of nitrate in the photic surface layers.
Therefore, there is no conflict between the nudging treatment and the
optimization (i.e., deep nitrate does not change with changes in the
parameter values on the timescales considered here). Total depth in the
1D models is equal to the depth in the 3D model or truncated at 50 m
below their maximum mixed layer depth, whichever is shallower. This
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Table 1
List of 1D model locations used in the optimization exercises. Surface in situ NO3, in situ Chl-a and satellite Chl-a are observed mean surface concentrations between 1999 and
2001. The 3D model depth differs from the 1D model depth when the bottom is deeper than the maximum mixed layer depth plus 50 m. Station numbers and transect acronyms
are as in Fig. 1.
Station number and transect acronym Lat. Lon. 3D model depth 1D model depth Max MLD Min MLD in situ NO3(surface) in situ Chl-a(surface) satellite Chl-a

1 ANT 49.44 −64.61 315 92 42.4 2.5 5.59 ± 3.14 0.98 ± 1.57 1.02 ± 0.8
2 BBA 49.69 −59.25 214 117 68.0 9.5 5.27 ± 4.41 0.66 ± 1.17 0.38 ± 0.29
3 BON 48.89 −52.47 276 276 247.9 9.1 6.76 ± 6.45 1.49 ± 2.84 0.87 ± 1.00
4 BON 49.21 −51.48 295 171 121.8 10.0 5.45 ± 4.38 1.25 ± 2.34 0.78 ± 1.03
5 BON 49.52 −50.50 308 172 122.3 2.1 5.50 ± 4.43 1.17 ± 2.14 0.78 ± 0.81
6 CAB 47.27 −59.77 421 128 79.0 4.5 4.89 ± 3.88 1.36 ± 2.46 1.24 ± 2.24
7 FLC 47.00 −49.50 77 77 68.5 13.0 3.93 ± 3.49 1.75 ± 3.07 1.26 ± 2.93
8 FLC 47.00 −50.83 127 127 89.0 10.0 4.79 ± 3.68 1.52 ± 2.83 0.63 ± 0.76
9 FLC 47.00 −52.17 128 128 85.0 9.0 4.78 ± 4.13 1.47 ± 2.72 0.57 ± 0.32

10 HAL 42.83 −61.74 1180 116 66.9 9.0 4.79 ± 4.11 1.39 ± 2.64 0.67 ± 0.67
11 HAL 43.46 −62.43 83 83 71.0 10.0 4.05 ± 3.70 1.49 ± 2.68 0.72 ± 0.50
12 HAL 44.09 −63.13 162 103 53.5 9.0 4.48 ± 3.94 1.33 ± 2.51 0.92 ± 0.61
13 IMA 47.31 −62.63 63 63 61.0 8.5 3.26 ± 3.21 1.59 ± 2.73 0.68 ± 0.89
14 LOU 43.86 −57.89 2443 125 75.9 5.1 4.71 ± 4.10 1.29 ± 2.47 0.67 ± 0.49
15 LOU 44.65 −58.69 81 81 56.0 2.1 3.93 ± 3.59 1.50 ± 2.71 0.87 ± 0.63
16 LOU 45.44 −59.48 107 107 62.5 7.6 4.59 ± 3.96 1.42 ± 2.74 1.24 ± 1.00
17 SAB 42.09 −65.35 1110 118 69.0 3.0 4.62 ± 3.94 1.39 ± 2.69 0.71 ± 0.42
18 SAB 42.56 −65.41 105 105 82.9 2.0 4.62 ± 3.93 1.36 ± 2.63 0.84 ± 0.65
19 SAB 43.02 −65.47 104 104 64.0 3.0 4.65 ± 3.91 1.34 ± 2.58 0.97 ± 0.75
20 SEG 43.76 −50.63 62 62 59.5 5.2 3.04 ± 3.03 1.69 ± 2.84 0.65 ± 0.57
21 SEG 44.89 −51.55 62 62 61.5 2.0 2.94 ± 3.00 1.71 ± 2.83 1.09 ± 2.19
22 SEG 46.02 −52.47 83 83 82.0 9.5 3.63 ± 3.46 1.54 ± 2.69 0.79 ± 1.03

treatment further reduces the surrogate computational time, without
affecting its performance. Conditions for year 1999 are repeated at
the beginning of the 1D model run as a model spin-up. Acronyms,
geographical coordinates, depths, mean temperature, chlorophyll-a,
and nitrate values for each location are presented in Table 1.

Despite its simplicity, the mechanistic emulator replicates the re-
sults of the full 3D model well for all three biogeochemical models.
In Fig. 3, we use 2D histograms to compare 5-day averages of surface
chlorophyll simulated by the 3D (ROMS) and the 1D models configured
with the initial parameter guess. The target model (ROMS) and surro-
gate surface chlorophyll results are significantly correlated (p<0.01),
with correlation coefficients of 0.77, 0.84 and 0.60, for M1, M2,
and M3, respectively. Nevertheless, the surrogate of M3 is challenged
to replicate low chlorophyll values and tends to overestimate them.
Differences in chlorophyll (1D minus 3D) before the optimization are
shown for two locations, BON (49.21◦N 51.48◦W, location 4) and HAL
(43.46◦N 62.43◦W, location 11) in Fig. 4. All model versions exhibit
discrepancies at the beginning and end of the mixed layer-shoaling
period. Biases in the position of the deep-chlorophyll maximum oc-
cur during summer stratification, with the 1D models predicting a
shallower position than the 3D model.

4. Optimization procedure and sensitivity analysis

The optimization is implemented using an evolutionary algorithm
and applied for 3 years (January 1999–December 2001). The evolu-
tionary algorithm simulates a process of natural selection by imposing
a survival of the fittest strategy (Houck et al., 1995) on a popula-
tion composed of different parameter sets, which represent individuals
within the population. Evolution takes place through random recom-
binations and mutations of the parameter sets. A priori estimates of
the minimum and maximum values have to be specified for each
parameter to avoid obtaining unrealistic values (Table 2). Details of the
evolutionary algorithm used here are described in Kuhn et al. (2015).
We optimized subsets of the complete parameter sets required by each
model version (Table 3), which were selected based on the sensitivity
analysis described in Section 4.2.

4.1. Observational datasets for calibration

Satellite and in situ observations were used to calibrate the models.
Surface chlorophyll satellite observations come from the Sea-viewing

Wide Field-of-view Sensor (SeaWiFs) 8-day averages with 9-km resolu-
tion. In situ observations were obtained from the Atlantic Zone Moni-
toring Program (AZMP, http://www.meds-sdmm.dfo-mpo.gc.ca/isdm-
gdsi/azmp-pmza/index-eng.html), which performs biannual monitor-
ing along the 13 transect lines shown in Fig. 1. The AZMP dataset
includes quality controlled CTD measurements of temperature and
salinity (Mitchell et al., 2002) from which density was calculated using
the Gibbs SeaWater TEOS-10 oceanographic toolbox. Bottle measure-
ments used in this study include in situ chlorophyll-a and nitrate, as
these are variables with direct counterparts in the model. The stan-
dardized chlorophyll-a analysis method is Turner fluorometry and the
nitrate analysis is colorimetric on a Technicon AutoAnalyzer II (AA II)
segmented flow analyzer (Mitchell et al., 2002).

Satellite observations were first validated against the
in situ chlorophyll-a observations from the top 3 m by identifying
all matching records between 1997 and 2010 (i.e., the duration of
the SeaWiFs record). This matchup analysis was implemented by first
searching all in situ observations available within every 8-day window
of the satellite record. Then, matching satellite records were averaged
within a 0.1-degree radius of their corresponding in situ measurement.
Using vertical averages over the top 3 meters increased the number
of match-ups and did not significantly affect the regression, compared
to using only the top 1 meter (Table i, Supplement I.). Additionally,
the same matchup analysis was performed using GlobColour (http:
//hermes.acri.fr/; a combined MODIS and SeaWiFS product), and non-
standard AZMP measurements of in situ HPLC (High Performance
Liquid Chromatography) chlorophyll-a. The results of these analyses
reveal the same patterns of satellite performance as the SeaWiFs vs.
standard measurements (Supplement I.). The comparison shows sys-
tematic biases at certain locations, with the most pronounced bias at
locations inside the Gulf of St. Lawrence. Bias correction is an essential
step when merging in situ and satellite data sets (e.g., Smith et al.,
2008). Therefore, based on the relationship between in situ chlorophyll
and satellite chlorophyll (see Supplement I.), we defined the bias be-
tween satellite chlorophyll and in situ chlorophyll at locations inside the
Gulf of St. Lawrence as a function of satellite chlorophyll concentration
(Fig. 5A). To correct this bias, satellite time series inside the Gulf of St.
Lawrence were debiased by subtracting 𝑒𝐺𝑜𝑆𝐿 = 0.01 + 0.19𝑥1.42, where
𝑥 is the log-transform SeaWiFs satellite observation and 𝑒𝐺𝑜𝑆𝐿 is the
bias (Fig. 5A).

In order to provide observed counterparts to both small and large
phytoplankton groups in M3, we estimated the chlorophyll-a fractions
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Fig. 3. Performance of the model surrogates with respect to surface chlorophyll for the three ecosystem model versions. Red dashed line indicates the regression line corresponding
to correlation coefficients values shown in the upper left corner of each subplot.

Fig. 4. Surrogate-target chlorophyll biases (1D minus 3D results) at two locations, using the three model versions. The black line represents the mixed layer depth. Note that the
color scale and depth 𝑦-axis change in the subplots.

Fig. 5. Information used in the design of the cost function: A. Relationship between
satellite chlorophyll and in situ versus satellite chlorophyll bias in locations of the
Gulf of St. Lawrence. Symbols represent observations at different AZMP monitoring
transects (see Table 1, Fig. 1). The black line shows the fitted de-biasing function
𝑒𝐺𝑜𝑆𝐿 = 0.01+0.19𝑥1.42, where 𝑥 is the log-transform SeaWiFs satellite chlorophyll value
and 𝑒𝐺𝑜𝑆𝐿 is the bias with respect to in situ observations. B. Chlorophyll concentrations
of small (pico- and nano-) and large (micro-) phytoplankton estimated from satellite
chlorophyll, following Hirata et al. (2011). Lines correspond to the Hirata et al. (2011)
fractionation functions, and dots plotted on the lines correspond to chlorophyll fraction
values calculated for observations in our study area.

from small and large phytoplankton in the satellite observations using
the empirical relationships of Hirata et al. (2011). This study provides a
set of equations and coefficients to estimate the chlorophyll concentra-
tion of various phytoplankton size classes and functional groups based
on a global classification of HPLC pigment data into phytoplankton

size classes. Here, we specifically used their equation to estimate the
fraction of chlorophyll corresponding to microphytoplankton (𝛹 ):

𝛹 =
[

𝜓0 + exp
(

𝜓1𝑥 + 𝜓2
)]−1 , (1)

where 𝑥 is the log-transform SeaWiFs satellite observation, and the
coefficient values are 𝜓0 = 0.9117, 𝜓1 = −0.27330, and 𝜓2 = 0.4003.
We regard this fraction of chlorophyll as an observational counterpart
of our large phytoplankton chlorophyll component; the remaining frac-
tion (nano- and picophytoplankton) is considered the counterpart of
small phytoplankton chlorophyll (Fig. 5B). Since Hirata et al.’s (2011)
relationship was designed with SeaWiFs observations, we cannot apply
the same formula to in situ measurements with any confidence.

4.2. Sensitivity analysis

In order to identify the most sensitive parameters and reduce the
parameter space to be searched during optimization, the 1D models
were rerun after perturbing each parameter one at a time. A reduced
parameter space is desirable because parameters that are insensitive
to the observations used in the optimization cannot be estimated. The
sensitivity of the models to each of their parameter values is estimated
as:

𝑄 (𝑌 , 𝑝) =
𝑚
∑

𝑖=1

𝑛
∑

𝑗=1

|

|

𝑌𝑡𝑒𝑠𝑡 − 𝑌𝑏𝑎𝑠𝑒||
𝑌𝑏𝑎𝑠𝑒

, (2)
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which is the sum of the normalized absolute differences in the model
state variables (Y ), between the results of a base simulation (𝑌𝑏𝑎𝑠𝑒) and
a test simulation (𝑌𝑡𝑒𝑠𝑡), where n is the total number of values compared.
Q is calculated by varying each parameter p in 𝑚 = 5 different tests. The
tests change each of the base simulation parameter values, presented
in Table 2, to the minimum, 25%, 50%, 75% and maximum values
of their corresponding ranges also shown in Table 2. These minimum
and maximum parameter values are based on the literature and also
imposed in the optimization algorithm as bounds to avoid unrealistic
values (Kuhn et al., 2015; Ward et al., 2010). This sensitivity analysis is
thus independent from the observations. We consider this is important
because the observations do not provide vertical structure information
with sufficient frequency. Most in situ profiles are around the spring
bloom, missing important aspects of the variability that could affect
the parameter sensitivity results. This sensitivity analysis also provides
information about the model sensitivity across all variables, which
is valuable for comparison against other studies. Nevertheless, the
ranking of parameters used for selecting the parameters to be optimized
considers only the variables that have an observational counterpart
(i.e., only chlorophyll and nitrate).

Results of this sensitivity analysis are shown in Fig. 6. Each stacked
bar shows the contribution of all model variables to the total sensitivity.
In order to select the parameters most sensitive to the available obser-
vations, the parameters were ranked with respect to the chlorophyll
and nitrate contributions to Q. In models M1 and M2 equivalent pa-
rameters have similar rankings: the 3 most sensitive parameters are the
maximum phytoplankton growth (𝜇0), the mortality (𝑚𝑃 , m𝑃 0), and the
coagulation rate (𝜏). The initial slope of the P–I curve of photosynthesis
(𝛼) and grazing rate (𝑔𝑚𝑎𝑥, g0) have different ranks in M1 and M2,
but are among the six most sensitive parameters. In addition to being
important for the estimation of chlorophyll, this subset of parameters
also has a significant effect on zooplankton and detritus. M1 and M2 are
also sensitive to the zooplankton base metabolic rate (𝑙𝐵𝑀 , l𝐵𝑀0) and
the remineralization of small detritus (𝑟𝑆𝐷); however, these parameters
dominantly affect zooplankton and detritus, which are not part of the
observation data used in the optimization.

In M3, parameters related to small phytoplankton are more sensitive
than those related to large phytoplankton, e.g., the most sensitive pa-
rameter is the reference maximum growth rate of small phytoplankton
(𝜇0𝑃𝑠). There are some similarities in parameter ranking with the rank-
ings of M1 and M2, e.g., the small phytoplankton mortality rate (𝜇0𝑃𝑆 ),
the grazing rate of small zooplankton on small phytoplankton (𝑔0𝑍𝑠𝑃𝑠),
and the coagulation rate (𝜏) are among the most sensitive. The most
sensitive parameters of M3 are similar to those reported for NEMURO
(Yoshie et al., 2007). In general, the most sensitive parameters appear
similar among biogeochemical models. In a parameter sensitivity anal-
ysis of 12 different biogeochemical models, Friedrichs et al. (2007) that
the maximum phytoplankton growth rate and the remineralization rate
frequently appear among the most sensitive parameters.

The parameter rankings in Fig. 6 guide the selection of parameters
to be optimized, as detailed in the next section and in Table 3.

4.3. Optimization experiments

We performed five optimization experiments (E1 to E5) for all three
models and two additional experiments only for M3 (E4b and E5b).
Each optimization experiment (E) utilizes a different cost function (𝐽𝐸),
depending on its objective. The different objectives of the experiments
consider the number of variables included in the optimization, the num-
ber of locations evaluated, and the number of parameters optimized
(Table 3). We define 𝑅𝑣 as the weighted root mean square difference
between the simulated (𝑦̂) and observed (𝑦) values:

𝑅𝑣 =
𝑤2
𝑣
𝑁

𝑁
∑

𝑛=1

(

𝑦̂𝑙,𝑛 − 𝑦𝑙,𝑛
)2 , (3)

where the subscript v stands for the three observational data types in
this study: satellite chlorophyll (𝑅𝑐ℎ𝑙1), in situ chlorophyll (𝑅𝑐ℎ𝑙2) and in

Fig. 6. Parameter sensitivities (Q) for M1, M2 and M3. Each stacked bar represents
the total sensitivity of the model to a specific parameter, and is composed of the
contribution of each model variables to the total. Different bar colors are assigned to
each model state variable. Bars are ranked according to the parameter sensitivity to
chlorophyll and nitrate variables. Parameters in black font are included in the main
optimization exercise. In M3, parameters in blue font are grazing rates that were
indirectly optimized (i.e., the ratio between all grazing rates was maintained constant).
Parameters in gray font were not optimized in any of the model experiments, and were
fixed to their a priori values (see Supplement II).

situ nitrate (𝑅𝑁𝑂3). N is the number of observed values, and the weight
𝑤𝑣 = 𝜙𝑣∕𝜎𝑣 of each variable at each location is inversly proportional
to the standard deviation of its observations (Evans, 2003). A high
weight was assigned to satellite chlorophyll by setting the weight
coefficients 𝜙𝑣 = 3 for satellite chlorophyll and 𝜙𝑣 = 1 for the other two
data types. The higher weight of satellite chlorophyll was determined
during preliminary tests and was necessary due to the pronounced
seasonal cycle in the region, resulting in a large standard deviation in
surface chlorophyll values. If no additional weight was used, satellite
chlorophyll became downweighted with respect to in situ chlorophyll
profiles. The profiles could not fully capture chlorophyll temporal
variability due to their significantly lower frequency. In the case of M3,
𝑅𝑐ℎ𝑙1 was modified to compare both the small and large phytoplankton
chlorophyll fractions against corresponding satellite-derived fractions
estimated using the Hirata et al. (2011) algorithm (see Section 4.1).

Experiments E1 and E2 are ‘‘joint’’ optimizations that assimilate
chlorophyll data from all locations shown by the orange dots in Fig. 1.
These experiments use cost functions 𝐽1 and 𝐽2, respectively:

𝐽1(𝑝) =
1
𝐿

𝐿
∑

𝑙=1

1
𝜔𝑙
𝑅𝑐ℎ𝑙1 (4)

𝐽2(𝑝) =
1
𝐿

𝐿
∑

𝑙=1

1
𝜔𝑙

(

𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2
)

(5)

where 𝑝 refers to parameter vector, and 𝐿 = 22 is the total number of
1D model locations (l). The location weighting factor 𝜔𝑙 =

1
𝐿
∑𝑉
𝑣=1

𝑦2𝑣
𝜎2𝑣

uses the mean (𝑦) and standard deviation (𝜎) of the observed variables
(𝑣) to avoid biasing the cost towards locations with lower variability
(Schartau and Oschlies, 2003a; Friedrichs et al., 2007).
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Table 2
A priori model parameter estimates and ranges of the subset of parameters optimized in experiments E1 to E5. For M1, a priori parameter values were subjectively modified
from Fennel et al. (2008) prior to the experiments in this study and used in Bianucci et al. (2015). For M2, we assume that the fixed biological rates are reference values at the
average surface temperature in the domain (approximately 𝑇 = 10 ◦C), and back-calculated the corresponding reference value at 𝑇 = 0 ◦C. M3 uses the M2 parameters, except for
zooplankton grazing rates. A full list of parameters can be found in the supplementary information.
Parameters M1 M2 M3 Range Units

Reference phytoplankton maximum growth rate at 𝑇 = 0 ◦C
(generic, small and large, respectively)

𝜇0 0.28 0.28 – 0.1–3.5
d−1𝜇0𝑃𝑆 – – 0.28 0.1–3.5

𝜇0𝑃𝐿 – – 0.28 0.1–3.5

Initial slope of the P–I curve of photosynthesis for phytoplankton
𝛼 0.025 0.025 – 0.007–0.13 mg C (mg Chl Watts

m−2 day)𝛼𝑃𝑆 – – 0.025 0.007–0.13
𝛼𝑃𝐿 – – 0.025 0.007–0.13

Phytoplankton mortality rate 𝑚𝑃 0.03 – – 0.01–0.25
d−1

Reference phytoplankton mortality rate at 𝑇 = 0 ◦C (generic, small
and large, respectively)

𝑚𝑃0 – 0.027 – 0.01–0.25
𝑚𝑃𝑆0 – – 0.027 0.01–0.25
𝑚𝑃𝐿0 – – 0.027 0.01–0.25

Zooplankton maximum grazing rate 𝑔𝑚𝑎𝑥 0.6 – – 0.2–4 d−1

Reference zooplankton maximum grazing rate at 𝑇 = 0 ◦C (generic
and small on small prey)

𝑔0 – 0.54 – 0.2–4
𝑔0𝑍𝑆𝑃𝑆 – – 0.54 0.2–4

Phytoplankton and small detritus aggregation rate 𝜏 0.02 0.02 – 0.001–1 d−1

Large phytoplankton and small detritus aggregation rate 𝜏𝑃𝐿 – – 0.02 0.001–1 d−1

Maximum chlorophyll to carbon ratio (generic, small and large)
𝜃𝑚𝑎𝑥 0.053 0.053 – 0.005–0.15 mg Chl (mg C)−1

𝜃𝑚𝑎𝑥𝑃𝑆 – – 0.053 0.005–0.15
𝜃𝑚𝑎𝑥𝑃𝐿 – – 0.053 0.005–0.15

Table 3
Summary of optimization experiments, detailing observed variables included in the cost function, and the number of parameters optimized. The ranked sensitivity of parameter
values here referred to is presented in Fig. 6.

M1 & M2 M3

Exp. F(p) Stations
included

Observations in cost
function

Optimized parameters Observations in cost function Optimized
parameters

E1 𝐽1 All 𝑅𝑐ℎ𝑙1 6 most sensitive in M1 and
their M2 equivalents: 𝜇0,
𝑚𝑃 (or𝑚𝑃 0), 𝜏, 𝛼, 𝜃𝑚𝑎𝑥,
𝑔𝑚𝑎𝑥(or 𝑔0)

Size fractionated 𝑅𝑐ℎ𝑙1 M3 equivalents to 6 most
sensitive in M1/M2: 𝜇0𝑃𝑆 , 𝜇0𝑃𝐿 ,
𝑚𝑃𝑆0, 𝑚𝑃𝐿0, 𝜏𝑃𝐿, 𝛼𝑃𝑆 , 𝛼𝑃𝐿, 𝜃𝑚𝑎𝑥𝑃𝑆 ,
𝜃𝑚𝑎𝑥𝑃𝐿, 𝑔𝑚𝑎𝑥𝑍𝑠𝑃𝑠

E2 𝐽2 All 𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2 Like E1 Size fractionated 𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2 Like E1
E3 𝐽3 Single 𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2 + 𝑅𝑁𝑂3 Like E1 Size fractionated

𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2 + 𝑅𝑁𝑂3
Like E1

E4 𝐽4 All Like E3 Like E1 Like E3 Like E1
E4b 𝐽4 All (Performed for M3 only) N/A Like E3 6 most sensitive in M1/M2: 𝜇0𝑃𝑆 ,

𝑘𝑍𝑠𝑃𝑠, 𝑚𝑃𝑆0, 𝑔𝑚𝑎𝑥𝑍𝑠𝑃𝑠, 𝛽𝑍𝑆
, 𝛼𝑃𝐿

E5 𝐽4 All Like E3 3 most sensitive in M1 and
their M2 equivalents: 𝜇0,
𝑚𝑃 (or𝑚𝑃 0), 𝜏

Like E3 M3 equivalents to 3 most
sensitive in M1/M2: 𝜇0𝑃𝑆 , 𝜇0𝑃𝐿 ,
𝑚𝑃𝑆0, 𝑚𝑃𝐿0, 𝜏𝑃𝐿

E5b 𝐽4 All (Performed for M3 only) N/A Like E3 3 most sensitive in M1/M2: 𝜇0𝑃𝑆 ,
𝑘𝑍𝑠𝑃𝑠, 𝑚𝑃𝑆0

Experiment E3 (Eq. (7)) corresponds to ‘‘single-site’’ optimizations
(i.e., the optimization algorithm runs independently for each 1D model
location). Note that the location-specific weight is not needed in this
cost function:

𝐽3(𝑝, 𝑙) =
(

𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2 + 𝑅𝑁𝑂3
)

(6)

The results of E3 were used to assess spatial patterns in the optimized
parameters in a principal component analysis. This analysis assesses the
similarities between parameter sets optimized for different locations,
and identifies the parameters that are mainly driving such similarities.
We also compared the portability (see Friedrichs et al., 2007) of our
three model versions by optimizing the model at one single location,
and then transferring these optimal parameters to the other stations.

Experiment E4 is a ‘‘joint’’ optimization where all 22 locations are
included:

𝐽4
(

𝑝
)

= 1
𝐿

𝐿
∑

𝑙=1

1
𝜔𝑙

(

𝑅𝑐ℎ𝑙1 + 𝑅𝑐ℎ𝑙2 + 𝑅𝑁𝑂3
)

(7)

Comparison between the results of E3 and E4 allows us to evaluate the
compromise required when fitting all observed variables at all locations
using one common set of parameters (Section 5.2). Comparing results
of E1, E2 and E4 aims to evaluate differences between single data

type and multiple data types optimizations. All experiments from E1
to E4 aimed to optimize the 6 most sensitive parameters in M1 or
their equivalents in M2 and M3. In the case of M1 and M2, the 6
most sensitive parameters are either the same or equivalent (Fig. 6).
In the case of M3, equivalent parameters may be one or more. For
example, the M3 equivalents of the phytoplankton reference growth
rate 𝜇0, used in the single phytoplankton models (M1 and M2), are
both the small and large phytoplankton reference growth rates 𝜇0Ps
and 𝜇0Pl. Due to lack of observational constraints for zooplankton, only
the most sensitive of the grazing rates is optimized (𝑔0𝑍𝑠𝑃𝑠), keeping
the ratio to the other six grazing rates constant. Notice that there are
only three different estimates of the maximum grazing parameters that
are assigned to seven parameters. Therefore, in essence, only three
parameters to specify the grazing rates on M3.

Experiments E4b, E5 and E5b also use the cost function 𝐽4. They
evaluate optimizations for all compared variables, at all compared
locations, modifying only the number and selection of parameters
(Table 3).

In Experiment E5, we optimized only the top 3 most sensitive
parameters of M1 and M2, or their equivalents in M3. Thus, the
comparison between E4 and E5 evaluates how the number of optimized
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parameters affects the results (Section 5.3). In preliminary tests, opti-
mizing more than 6 parameters in M1 or M2 did not result in significant
improvements.

By optimizing equivalent parameters, we aim to ensure an objective
comparison between models. For instance, it has been theorized and
shown that different models can produce similar fits to observations
despite portraying different dynamics (Friedrichs et al., 2007; Quine,
1975). However, due to this parameter selection procedure, the number
of optimized parameters in experiments E1 to E5 is higher for M3
than for M1 and M2. It could be argued that a better performance
of M3 may be a consequence of more degrees of freedom. In order
to address this issue, the additional experiments E4b and E5b, which
were performed only for M3, replicate experiments E4 and E5, but
using the same number of optimized parameters as for M1 and M2
(i.e. the 6 and 3 most sensitive parameters, respectively). In all cases,
parameters not included in the optimization subsets are kept fixed at
their initial guess value (Table 2). As the cost function is different for
each experiment and thus non-comparable, we use 𝐽4 as the function
to evaluate differences between optimized models (F

(

𝑝
)

= 𝐽4). This
function compares all observational data types and all locations.

5. Results

We compare the results of the optimization experiments described
in Table 3 using the cost function 𝐽4

(

𝑝
)

(Eq. (7)) of each model version
in 1D (Fig. 7). 3D simulations were performed only with parameters
obtained in experiment E4 and their corresponding costs are also
shown. Additionally, the optimized set of parameters obtained for E4
is presented in Table 4 as a reference.

Overall, model M3 presents lower costs than M1 and M2 in experi-
ments E1 to E4, as well as in experiment E5b. However, in experiments
E5 and E4b model M3 presents large model-data differences with
respect to satellite chlorophyll. We describe and discuss these results
in more detail in the following sections.

5.1. Single vs. multiple observed variables

Comparison of experiments E1, E2 and E4 illustrates the effects of
optimizing the models against satellite chlorophyll alone (E1), versus
including information about the vertical structure of chlorophyll (E2)
and nitrate (E4). The inclusion of in situ chlorophyll profiles in the
optimization (E2, Eq. (6)) degrades the performance of M1 with respect
to satellite chlorophyll, but has no significant effect on the performance
of M2 and M3. The inclusion of both chlorophyll and nitrate profiles
(E4) results in lower model costs with respect to nitrate, but higher
costs with respect to both satellite and in situ chlorophyll. Fig. 8A shows
the optimized results of E4 in comparison to surface chlorophyll. In situ
surface chlorophyll exhibits large ranges between October and January,
whereas satellite chlorophyll appears less variable with relative con-
stant low values. These months have the largest number of gaps in the
satellite records (Fig. 8B).

5.2. Single vs. multiple locations

In experiment E3, optimized parameters were found for each loca-
tion individually using Eq. (7). Allowing different optimal parameters
for the different locations makes it easier to fit the individual patterns
of variability, and thus a lower total cost is achieved. The results of
experiment E3 are used to analyze whether spatial patterns in the
biological parameters emerge (Section 5.2.1) and to evaluate model
portability from one location to another (Section 5.2.2).

Fig. 7. Final cost metrics of the optimization experiments (see Table 3). However
each optimization experiment uses a different optimization function (see Table 3),
the optimization function 𝐽4 is used to compare all experimental results. Optimized
three-dimensional models were only run for the parameters obtained in E4.

Fig. 8. A. Mean surface SeaWiFS satellite and in situ chlorophyll (top), compared to
surface chlorophyll simulated by the three model versions (M1, M2, M3) with optimal
parameters from experiment E4. Shading and errorbars represent the standard deviation
between locations. B. Percentage of gaps in the satellite record per month.
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Table 4
Model parameter estimates obtained from optimization experiment E4, which used a cost function including satellite and in
situ Chl-a and in situ NO3 for 22 locations in the study region.

Parameters M1 M2 M3 Units

𝜇0 1.11 1.14 – d−1

𝜇0𝑃𝑆 – – 1.16 d−1

𝜇0𝑃𝐿 – – 1.12 d−1

𝛼 0.035 0.019 – mg C (mg Chl Watts m−2 day)
𝛼𝑃𝑆 – – 0.041 mg C (mg Chl Watts m−2 day)
𝛼𝑃𝐿 – – 0.039 mg C (mg Chl Watts m−2 day)

𝑚𝑃 0.13 – – d−1

𝑚𝑃 0 – 0.063 – d−1

𝑚𝑃𝑆0 – – 0.08 d−1

𝑚𝑃𝐿0 – – 0.04 d−1

𝑔𝑚𝑎𝑥 3.34 – – d−1

𝑔0 – 1.62 – d−1

𝑔0𝑍𝑆𝑃𝑆 – – 2.32 d−1

𝑔0𝑍𝐿𝑃𝑆 – – 1.16 d−1

𝑔0𝑍𝐿𝑃𝐿 – – 0.39 d−1

𝑔0𝑍𝐿𝑍𝑆
– – 2.32 d−1

𝑔0𝑍𝑃 𝑃𝐿 – – 1.16 d−1

𝑔0𝑍𝑃𝑍𝑆
– – 1.16 d−1

𝑔0𝑍𝑃𝑍𝐿
– – 1.16 d−1

𝜏 0.097 0.116 – d−1

𝜏𝑃𝐿 – – 0.002 d−1

𝜃𝑚𝑎𝑥 0.1 0.08 – mg Chl (mg C)−1

𝜃𝑚𝑎𝑥𝑃𝑆 – – 0.03 mg Chl (mg C)−1

𝜃𝑚𝑎𝑥𝑃𝐿 – – 0.02 mg Chl (mg C)−1

5.2.1. Spatial patterns in parameters
The analysis of the parameters optimized for individual locations

may reveal spatial patterns with dominance of specific plankton groups
in different areas. A principal component analysis was performed on the
optimal parameter sets obtained for each model version (Fig. 9). In all
model versions, the variability among locations is dominated by differ-
ences in the zooplankton grazing rates (PC1) and phytoplankton growth
rates (PC2). Clearly defined clusters of locations are not identified by
the analysis; however, some locations consistently arrange themselves
along PC2 in all model versions. That is, some locations are consistently
characterized by either high or low grazing rates. Spatial patterns in the
grazing rates are, however, difficult to discern.

5.2.2. Model portability
Model portability experiments were performed in the 1D envi-

ronment, by iteratively applying the optimized parameters from one
location (‘‘optimized model’’) to the rest of them (‘‘test models’’).
Results are summarized in Fig. 10, where the cost of the test models
is normalized by the corresponding optimized model cost. M2 has the
largest percentage of test models with cost equal to or lower than the
optimized model (M1: 23.3%, M2: 32.9%, M3: 17.4%). The highest
percentage of tests with cost larger than the optimized run occur in
M3 (M1: 76.7%, M2: 67.1%, M3: 82.6%); however, M1 presented the
highest percentage of tests with cost larger than twice the optimized
run (M1: 32.3%, M2: 25.5%, M3: 26.7%). According to these results,
M2 can be considered the most portable of the three model versions,
whereas M3 appears as the least portable. In particular for M3, it ap-
pears that model solutions optimized at open ocean sites perform poorly
when transferred to shallower shelf-areas. Oppositely, when parameters
are optimized at the shallow shelf-areas and then transferred to the
deeper open ocean sites, the models do not perform as bad. Behavior
is more symmetric for M2.

Fig. 11 shows an example of the portability experiments for two
locations with contrasting oceanographic conditions: location 4 (BON
49.21◦N – 51.48◦W) in the Labrador Sea and location 11 (HAL 43.46◦N
– 62.43◦W) in the Scotian Shelf. The satellite observations at the BON
location have a distinct spring bloom peak, which is well replicated
by M2 using either parameters optimized for this location (Fig. 11A)

or for the HAL location (Fig. 11C). However, M3 can only replicate
the annual peak when using the locally optimized set of parameters.
The magnitude of the spring bloom at the HAL location is lower than
at BON, the peak occurs earlier in the year, and other peaks of equal
magnitude can occur at different times of the year. Due to this more
irregular variability, both models are challenged to replicate the HAL
location even when using locally optimized parameters. When locally
optimized, both models appear calibrated to appropriately capturing
the timing of maximum surface chlorophyll concentrations, such that
large discrepancies with observations occur when the fall bloom is
larger than the spring bloom, as in 1999. Locally optimized M2 favors
maximum concentrations and produces lower than observed summer
to fall concentrations. In contrast, M3 favors average concentrations,
better capturing summer to fall concentrations but underestimating
the spring bloom maxima. The HAL test run of M2 maintains the
spring bloom peak timing, but overall increases concentrations with
emphasis on the fall. M3 generates a well-defined spring bloom of
shorter duration.

5.3. Number of optimized parameters

Experiments E4, E5, E4b and E5b aim to evaluate the effect of
increasing or decreasing the number of optimized parameters on the
optimization success. The cost metric results (Fig. 7) show that optimiz-
ing 3 versus 6 parameters does not significantly affect the cost function
value of M1 and M2. This is consistent with the results from the param-
eter sensitivity analysis, where the top 3 most sensitive parameters in
M1 and M2 present a dominant effect on the model results in compari-
son with the rest of parameters (Fig. 6A, B). In contrast, M3 was more
evenly sensitive to all parameters (Fig. 6C), and thus the number and
choice of parameters to include in the optimization significantly affects
the model results. For example, in experiment E4 a total of 10 parame-
ters were optimized for M3. Those included sensitive parameters for all
of the phytoplankton and zooplankton groups, while the subset of 6 pa-
rameters optimized in E4b only included one of the large phytoplankton
parameters (𝛼Pl). The optimization results of E4b successfully replicate
the average small phytoplankton background concentrations. However,
they fail to replicate the blooming of the large phytoplankton group,
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Fig. 9. Analysis of spatial patterns in optimal parameters for individual locations: Subplots A. to C. show the principal components analysis for the three model versions in the
study. Numbers refer to the locations as depicted in Fig. 1. Some locations tended to consistently arrange themselves along PC1. Locations in blue are in the negative side for
all three model versions, whereas locations in orange are always on the positive side. All other locations are shown in gray. Subplots D. to I. show the spatial distribution of
the optimized parameters that dominated the variability on PC1 (reference zooplankton grazing rates), and PC2 (reference phytoplankton maximum growth rates). Circles of the
locations with consistent behavior on the PC analysis have thick edges. For visualization purposes, the background contours show the linear interpolation of the corresponding
parameter values.

during which the biomass of large phytoplankton exceeds temporarily
that of small phytoplankton (Fig. 12). Calibrating the initial slope of
the P–I curve of photosynthesis of large phytoplankton was insufficient
to obtain a realistically high proliferation of large phytoplankton in
spring. This illustrates that in addition to an appropriate response to
light, differentiation between the responses to nutrient availability is
fundamental in multi-species models (e.g., gleaners vs. opportunists).

The cost of M3 in experiments E5 (5 optimized parameters) and E5b
(3 optimized parameters) is within the range of those for M1 and M2,
but the parameters obtained by these experiments generate unintended
trophic dynamics where some functional groups become extinct in the
model. The diagrams in Fig. 12B summarize these emergent structures.
In E4b, predatory zooplankton (𝑍P) disappear due to a combination of
low prey biomass and low grazing rates. As large phytoplankton was
not properly replicated, large zooplankton growth became inhibited by
low prey densities, and both low large phytoplankton and low large
zooplankton biomass affected predatory zooplankton. In E5, grazing
rates were not part of the optimized parameters and did not scale with
increasing phytoplankton growth rates. This resulted in the functional
extinction of small zooplankton, while the optimization attempted to
match zooplankton losses by increasing mortalities and coagulation
rates. The negligible biomass of small zooplankton cascaded to the

total extinction of large and predatory zooplankton. In experiment
E5b, M3 essentially becomes a P–Z model similar to M1 and M2,
due to the extinction of large and predatory zooplankton and the low
concentrations of large phytoplankton.

5.4. Fluxes

The choice of parameters of M3 in experiments E1 to E5 was
intended to optimize comparable fluxes among all model versions.
Nonetheless, differences in the resulting gross fluxes between variables
are present between the 7-variable models and the 11-variable model.
Fig. 13 shows vertically integrated zooplankton grazing, phytoplankton
growth (new and regenerated production), mortality and coagulation
fluxes obtained for the models using parameters from E4. Differences
in the new production fluxes are negligible between M1 and M2,
but M1 presents a slightly higher annual peak in the regenerated
production and grazing. The effect of temperature dependency on the
phytoplankton mortality rates is noticeable during fall and winter,
where M2 has lower rates than M1. In contrast to M1 and M2, M3 has
more defined peaks in new production and more extended periods with
high regenerated production. Grazing by small zooplankton is lowest
in M3. Peaks in grazing by large and predatory zooplankton exceed
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Fig. 10. Results of the portability experiments. On the left panels, the color scale
represents the cost of running the 1D model at locations on the 𝑦-axis (test models),
using parameters optimized for locations on the 𝑥-axis (optimized models). Cost (F)
values have been normalized to the corresponding optimal cost, such that all optimized
models have a cost equal to one (bins along the diagonal). On the right panels, bars
summarize the results in four cost categories.

Fig. 12. A. Comparison of satellite-derived size-fractionated mean surface chlorophyll,
and their model counterparts in M3 from optimization exercises E4 and E4b. B.
Diagrams depicting the trophic model structures of M3 resulting from different
optimization exercises. The line thickness of the circles’ edges is proportional to the
plankton group mean biomass, whereas the thickness of connecting lines is proportional
to the fluxes between them. Dashed lines depict groups that have negligible biomass,
but that are still part of the model dynamics by receiving a small but not negligible flux
of nitrogen (i.e., functionally extinct plankton groups). Groups with negligible biomass
and fluxes are removed from the diagram.

the grazing rates in M1 and M2 by approximately 2 mmol m−2 d−1 on
average. Mortality of large phytoplankton is twice the phytoplankton
mortality flux in M1 and M2 during spring and summer, but the same
as M2 during winter. The coagulation flux of large phytoplankton is
negligible.

Fig. 11. Example of the portability experiments, showing satellite, in situ, and simulated surface chlorophyll at locations BON and HAL. Subplots A. to D. correspond to results of
M2, whereas subplots E. to H. correspond to results of M3. Subplots A., D., E., and H. show results of models optimized for their corresponding location. Subplots B., C., F., and
G. are model results using parameters optimized for a different location.
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Fig. 13. Vertically integrated phytoplankton new and regenerated growth, zooplankton grazing, and other phytoplankton sinks (mortality and coagulation). Subplots A. to C. show
the fluxes in the 7-compartment models (M1 and M2). Subplots D. to F. show the fluxes in M3 for all plankton groups.

6. Discussion

6.1. Surrogates and surrogate-based optimization

Simplified models allow us to avoid the computational expense of
3D models when performing sensitivity tests and calibrations. Here, a
simplified 1D physical framework was shown to replicate key aspects of
the results of a 3D regional application at selected locations, using three
different ecosystem model versions (Figs. 3, 4). After optimization, the
model-data misfit was reduced in both 1D and performed similarly well
in 3D applications (Supplement II, Fig. 7). Similar types of site-based or
test-bed calibrations of marine ecosystem models using 1D models have
previously been shown to improve the predictive skill of 3D models
(Kane et al., 2011; McDonald et al., 2012; Oschlies and Schartau, 2005).
In many cases, the 1D models are built to represent averaged conditions
at a climatological scale or over a relatively large spatial area (Dadou
et al., 2004; Losa et al., 2004; Matear, 1995; Schartau and Oschlies,
2003b). This is intended to reduce the effects of phase biases that
result from noise in both the observations and models, and of the
inability of models to replicate as much variability as is displayed in the
observations (Hemmings et al., 2015; Leeds et al., 2012; Schartau and
Oschlies, 2003a). We did not use climatological or spatial averaging;
that is surrogate-target and model-data comparisons were done on a
site-by-site and date-by-date basis. Although this can be considered
more challenging, the surrogates were able to capture between 36%
and 70% of the variance in surface chlorophyll estimates of the 3D
model sample (Fig. 3).

The surrogate-based optimization was successful in improving the
performance of the three ecosystem model versions (Supplement II,
Fig. 7). However, there are some systematic differences between 1D
and 3D models in terms of the position of the deep chlorophyll maxima
in summer. Overall, the deep chlorophyll maxima are shallower in the
1D models than in the 3D model (Fig. 4), probably a consequence of
our simplified two-layer vertical structure of turbulence in 1D. Similar
discrepancies in the position and extend of the deep chlorophyll max-
imum have been previously noted in 1D models (Doney et al., 1996;
Fasham et al., 1993), including 1D calibration studies (Schartau and
Oschlies, 2003b). In the latter, the vertical diffusivities in the 1D model
were directly taken from the target model. This suggests that biases
in the deep chlorophyll maxima may be inherent to 1D models and
are not entirely due to the specific oversimplification of the diffusive
component applied here.

The mechanistic surrogate approach also allowed us to identify
features in the variables of interest that are likely dominated by the
biological module from those controlled by the physics. In our case,
the timing of the peak of the spring bloom was overall well captured
by the 1D models (Figs. 8, 11). This indicates that this phytoplankton
phenological characteristic is well constrained by the observations used
during the optimization, and sensitive to the choice of parameters
optimized.

6.2. Deciding on a complexity level

A number of previous attempts to assess the most appropriate
level of ecosystem complexity in models have been inconclusive (e.g.,
Matear, 1995; Dadou et al., 2004); while others argue that there
is a humpback relationship between model complexity and perfor-
mance, with intermediate complexity models presenting advantages
over both simple and more complex models (Fulton et al., 2003;
Raick et al., 2006; Xiao and Friedrichs, 2014a). When models do not
have comparable equations and are not optimized, differences in their
performance are likely related to the parameter selection and functional
equations, rather than the model structure itself (e.g., Sailley et al.,
2013). In a model assessment study by Kriest et al. (2010), it was
demonstrated that increasing complexity of unoptimized models does
not necessarily improve model performance. Another recent model
skill assessment by Kwiatkowski et al. (2014) found no evidence that
biological complexity could consistently improve all aspects of model
performance in reproducing observed global-scale bulk properties of
ocean biogeochemistry. The simple models performed better in terms of
global spatial pattern correlations of pCO2, dissolved inorganic carbon
and alkalinity, but complex models better captured the monthly and
annual variance of DIC and correlation coefficients of chlorophyll and
primary production (Kwiatkowski et al., 2014). Insufficient observa-
tional data may make it difficult to justify the use of more complex
models over the commonly used nutrient–phytoplankton–zooplankton–
detritus (NPZD) model (e.g., Matear, 1995; Bagniewski et al., 2011).
For example, in Bagniewski et al. (2011) none of the model variants
compared could be rejected based on their misfit against constraining
observations; however, they generated significantly different estimates
of the unconstrained export carbon fluxes. It has also been shown
that systematically removing some of the unconstrained aspects of an
ecosystem model does not significantly increase the minimum value of
the cost metric (Ward et al., 2013).

In our results, the more complex (11-compartment) model M3 is
able to generate the lowest model-data misfits in all optimization ex-
periments where the intended model structure is preserved. Similarly,
a previous comprehensive comparison of 12 individually optimized
marine ecosystem models, by Friedrichs et al. (2007), showed that
models with multiple phytoplankton groups outperformed the single
phytoplankton group models. In our results, M3 particularly exhibits
reduced differences against the observed chlorophyll and nitrate verti-
cal distributions. The simpler (7-compartment) model structures have
a higher cost, but are also able to capture the averaged seasonal vari-
ations in surface chlorophyll. Therefore, if the objective of a modeling
study is to characterize an averaged seasonality in surface chlorophyll,
a simple model may suffice. This is supported by previous optimization
studies using NPZD models and observational climatologies from the
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North Atlantic that have been able to significantly reduce model-data
differences (Kuhn et al., 2015; Schartau and Oschlies, 2003a).

Even simpler biological models that do not include explicit represen-
tation of phytoplankton and zooplankton have been parameterized and
optimized to represent global biogeochemical properties as well as com-
plex models (Galbraith et al., 2015; Kriest, 2017). In these examples,
the most complex models analyzed were successfully downscaled by
carefully parameterizing all processes omitted in the simplified reduced
model (Galbraith et al., 2015; Kriest et al., 2017).

Complex models have an obvious utility in the study of specific
plankton traits (e.g., Kuhn et al., 2018), trophic interactions (e.g.,
D’Alelio et al., 2016), species distribution and diversity (e.g., Barton
et al., 2010), and other complex ecological processes. According to our
results, complex models may also be better able to capture vertical
distributions. However, when applied to a different location than the
one it was calibrated for, our model with multiple phytoplankton
groups tended to maintain chlorophyll magnitude characteristics from
its original location.

One aspect affecting the portability of the multiple phytoplankton
model was the use of satellite-derived fractionated surface chlorophyll
to compare against the simulated chlorophyll of small and large phyto-
plankton groups. The particular satellite fractionation method we used
is mainly based on chlorophyll concentrations, such that low chloro-
phyll is interpreted as a dominance of small phytoplankton and high
chlorophyll is interpreted a predominant bloom of large phytoplankton.
If the model was calibrated for a location with low chlorophyll, the
parameters selected for large phytoplankton may not be adequate for
locations with high chlorophyll. Non-overlapping ranges of small and
large phytoplankton growth parameters could be configured in the
optimization algorithm to correct this problem. These results are con-
sistent with geographical portability experiments performed using 1D
models for 4 locations in the Mid-Atlantic Bight, south of our study area
(Xiao and Friedrichs, 2014b). Xiao and Friedrichs (2014b), used a cost
function that included satellite-derived size-fractionated chlorophyll
and satellite-derived POC. In almost all cases, when parameters fitted
to one location were tested in the other locations, the cost increased
significantly (Xiao and Friedrichs, 2014b). Nevertheless, the use of
size-fractionated chlorophyll was beneficial and reduced cost when
optimizing all locations simultaneously (Xiao and Friedrichs, 2014b).

We also note that when optimizing models with multiple phyto-
plankton groups the value of a cost function based on total chlorophyll
could be misleading. Some phytoplankton groups may become extinct
during the optimization process, thus altering the intended model struc-
ture. Here we decided to use an estimate of size-fractionated surface
chlorophyll. The independent constraining of small and large phyto-
plankton may affect the portability of the more complex model when
calibrated for individual locations (Figs. 10, 11), as it tends to benefit
one phytoplankton group over the other depending on the chlorophyll
abundance patterns of the specific locations. Lower predictive ability
in complex models has been posited to occur when the model becomes
over-fitted to noise in the data (Friedrichs et al., 2006). We show that
this indeed can happen when a model with multiple phytoplankton
groups becomes too specific to its training data set. Therefore, to benefit
from the higher performance of a site-based calibrated complex model,
such calibration requires including samples from all biogeographical
provinces to be simulated. A similar conclusion was reached by Xiao
and Friedrichs (2014b). They found that successful optimization results
for 1D models of the Mid-Atlantic Bight could be found using size-
fractionated chlorophyll and particulate organic carbon, as long as data
from multiple sites was assimilated. Even so, intermediate complexity
models performed the best both against assimilated and unassimilated
data (Xiao and Friedrichs, 2014a). In their analysis, both the simplest
and most complex models typically obtained optimized parameters
that were good approximations to the observations at optimized loca-
tions, were unrealistic parameters and non-portable to other locations.
Similarly, M2 which had 7 compartments and temperature-dependent

biological rates, showed the highest number of locations that could
be replicated well with parameters optimized for a different location
(Fig. 10). This suggests that temperature dependency in the biological
rates plays a role in model portability. Hence improving mechanistic
interactions, rather than introducing unconstrained diversity, should be
preferred to improve the global applicability of an ecosystem model.
Temperature dependent grazing and mortality rates have been previ-
ously noted to improve the performance of global models (Behrenfeld
et al., 2013), and this clearly also applies to dynamically complicated
regions like the northwest North Atlantic.

Finally, it is important to note that the performance of M3 could
significantly degrade depending on the choice of parameters to be
optimized, as biological parameter values have the ability to effec-
tively modify the intended trophic interactions in a model (Cropp
and Norbury, 2009; Sailley et al., 2013). In our optimization experi-
ments, these unintended behaviors included the functional extinctions
(i.e., biomass too low to affect model results) and total extinctions
of plankton groups. Similar extinctions occur when a local minimum
solution is found (e.g., Schartau et al., 2001), or when no scaling
weights are assigned to different locations in the cost function, as the
optimization becomes biased towards locations with higher biomass,
and generates extinct functional groups at the locations with lower
biomass (e.g., Schartau and Oschlies, 2003a). To correct the extinc-
tions, Schartau et al. (2001) introduced zooplankton observations to
the cost function without success in finding an optimal parameter
solution that replicated the observations well. A different case was
presented by Kriest (2017), where using a wide range for zooplank-
ton parameter values resulted in a solution where zooplankton was
almost extinct. This undesired behavior was corrected by restricting
the range of zooplankton parameters, also resulting in a better fit
to nutrient and oxygen and more realistic concentrations and fluxes
overall (Kriest, 2017). In the absence of parameter boundaries, Ward
et al. (2010) obtained optimized parameters with unrealistic negative
grazing rates, indicative of extinct zooplankton. Due to the non-linear
nature of ecosystem models, the extinction of one component can have
unforeseen, however logical, consequences. For example, Cropp and
Norbury (2009) showed that removing the predator of a given prey
does not only allow such prey population to increase but can also lead
to the extinction of competing prey and their predators, and ultimately
generate the simulated system’s collapse.

6.3. Limitations and uncertainties

The main uncertainty in the use of mechanistic surrogate-based cal-
ibrations with 1D models is in neglecting horizontal advection fluxes.
We neglected horizontal advection, as is typically done in 1D models,
assuming that horizontal divergence terms are small relative to the
biological sources and sinks. This allowed us to have an estimate of
how much a 3D application of an oceanographically complex region,
the northwest North Atlantic, can be improved with the use of reduced-
order models. Several 1D models have been previously used to study
locations within or close to our study area, being successful at replicat-
ing key aspects of biogeochemical variability (Tian et al., 2003, 2004;
Ji et al., 2006; Song et al., 2010, 2011; Xiao and Friedrichs, 2014a,b).
In particular, based on a cross-validation analysis of the results of
optimized parameters for 1D models of the Mid-Atlantic Bights, Xiao
and Friedrichs (2014a) were optimistic about the potential use of these
parameters in a 3D application for the US eastern continental shelf.
Nonetheless, neglecting horizontal advection may impact the surrogate
performance. Hemmings et al. (2015) explicitly examined the effect
of introducing the horizontal advective flux in a mechanistic emulator
composed of 1D models representing the ocean conditions of twelve
sites located every 5-degrees latitude along 20◦W in the North Atlantic.
Their results showed that the addition of horizontal fluxes improved
the correlation coefficient between 1D and 3D surface chlorophyll.
The addition of horizontal advective fluxes in the surrogates is only
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recommended if the velocities of the target 3D model are accurate;
otherwise, the optimized biological parameters may tend to compensate
biases introduced by an erroneous physical forcing. In our study, some
effects of neglecting advective fluxes are compensated by nudging deep
nitrate in the surrogates. In other approaches, like in Hemmings et al.
(2015), the uncertainties of the emulator are evaluated and then used
for the cost function.

In addition to the uncertainties due to unresolved advection, there
are two main issues with the use of optimized simulations for compar-
ing ecosystem model with different complexities: (1) the cost function,
and (2) the parameters to be optimized. The cost function is not an
entirely objective measure. Its design can affect the outcome of the
optimizations, as we discussed in Section 6.2. Similarly, Evans (2003)
exemplified that weighting and variable scaling factors applied in the
cost function can generate parameters sufficiently different to affect the
estimates of biogeochemical fluxes. The design of the cost function can
also be used to partially compensate the absence of horizontal transport
through the addition of correction terms to biological variables (Losa
et al., 2004; Hemmings and Challenor, 2012; Prießet al., 2013a).
Correction terms can also account for other systematic or random errors
in the surrogate; however, as suggested in Section 4.1, the more the
1D model is forced to behave like the 3D model, the less useful it
becomes in identifying the sources of deficiencies in either the physical
or the biological components of the model. A consideration in the use
of correction terms is that the distribution of errors in the 1D and 3D
models may vary during the optimization (Hemmings et al., 2015). If
correction terms are used, a statistical error term may be more robust
than a parameter-dependent error term (Hemmings et al., 2015).

Another issue of importance in the design of the optimization cost
function is the selection of weights to balance the contributions of
different variables and/or locations. In optimizations with multiple
observational data types, optimal parameters become a compromise be-
tween different biogeochemical conditions and sources of data. Hence,
the optimization results are quite sensitive to the scaling approach.
The lack of any explicit treatment of biases, and the weighing scheme
used in our cost function are consistent with previous studies (e.g.,
Friedrichs et al., 2007; Ward et al., 2010). However, we emphasize the
importance of correcting biases between observational data sets of the
same simulated variable, as we did in the case of surface chlorophyll.

The use of fractionated chlorophyll to compare against the small
and large phytoplankton groups in the design of the cost function
influenced the results of our portability experiments. This approach was
also used by Xiao and Friedrichs (2014a) for optimization experiments
in the Mid-Atlantic Bight. We can expect that advancements in our
understanding of how complex ecosystem models behave can be made
with the use of other empirical sources of information for the optimiza-
tion of unconstrained variables. For example, zooplankton abundances
from Continuous Plankton Recorder measurements cannot be directly
compared to model results, but could provide estimates of seasonal
variability (Lewis et al., 2006) that can be scaled to the corresponding
simulated zooplankton groups. This might be particularly useful, since
phytoplankton losses are among the least constrained parameters, even
for simple NPZD models (e.g., Fennel et al., 2001; Bagniewski et al.,
2011).

The selection of parameters to optimize is, at some level, subjective
as well, and can have a dramatic effect as we have shown. Here,
we supported our decision of the target parameters with a sensitivity
analysis where the model response to variations in the parameter values
withing their corresponding range was tested systematically. Param-
eters were ranked according to how much they affected chlorophyll
and nitrate (i.e., the same variables available in the observations).
Poorly constrained parameters can be set to arbitrary values during
the optimization without significantly affecting the model cost (Ward
et al., 2010) or otherwise tend to hit their a priori distribution limits
(e.g. Schartau and Oschlies, 2003a). When unconstrained parameters
are fixed to their a priori estimates, the level of previous tuning to the

original model domain can skew the results of geographical portability
experiments (Ward et al., 2010). In our results, models benefit from
optimizing a higher number of sensitive parameters (E4 vs. E5; Fig. 12).
If the number of optimized parameters is further increased and the set
contains unconstrained parameters, the ability of such optimized com-
plex models to simulate unassimilated observations becomes reduced
(Friedrichs et al., 2006, 2007). Our results thus support that the selec-
tion of parameters should be done with consideration of the optimal
number of parameters that can be constrained by the observational
data.

7. Conclusions

Parameter optimization methods offer a systematic approach to
reduce subjective model tuning and quantitatively compare ecosystem
models with different complexities; however, optimization is not an
entirely objective methodology with a unique solution. We have illus-
trated that, in addition to the uncertainties of the physical environment,
conclusions about the accuracy and portability of a model can differ
depending on decisions about the design of the cost function, the
selection of parameters to be optimized, and the level of preliminary
calibration of each model. Due to the limitations of applying param-
eter optimization in 3D coupled physical–biogeochemical models, 1D
surrogates represent an efficient alternative for the exploration of the
parameter space and for geographical portability experiments. In an
extensive application of this concept, we configured ensembles of 1D
models to behave as their regional 3D model application counterparts
and used them to compare the performance of three ecosystem model
versions. Processes unresolved by the 1D physical models and the level
of ecosystem model complexity did affect the accuracy of the sur-
rogates; however, successful surrogate-based model calibrations were
possible and generated similar model-data misfits when applied in the
1D and 3D environments.

When an appropriate set of parameters was optimized, the model
with multiple phytoplankton and zooplankton groups was better able
to replicate assimilated observations than the single phytoplankton
and zooplankton models. Nonetheless, the simpler models were also
able to replicate the observed averaged seasonal variations in surface
chlorophyll well. These results are consistent with previous studies
and suggest that more complex trophic structures in models can bet-
ter capture the observed temporal variability and spatial distribution
of biogeochemical variables at multiple locations. In an additional
analysis, geographical portability experiments provided an indication
of how each model structure behaves with respect to unassimilated
information. In this case, the most complex model was found to be the
least portable, as the parameters optimized at some locations tended
to favor either small or large phytoplankton. This result is consistent
with other studies and with early theoretical notions about the expected
behavior of complex models. We note that conclusions drawn from
portability experiments comparing optimized models with different
complexities are strongly affected by the prior degree of calibration
of models, the number of parameters optimized and the parameter
boundaries in the optimization. Moreover, when we varied the selection
of optimization parameters in the complex model, it was prone to
unsatisfactory results and unintended model behaviors. Attempting to
optimize an improper selection of parameters resulted in the extinction
of certain plankton groups, thus modifying the intended structure of
trophic relationships in the model. Hence, we highlight that a guided
selection of the parameters to be optimized is necessary, especially
when – as in our case – little or no prior model tuning has been
performed.

We also highlight that in order to benefit from the improved ecosys-
tem representation that a complex model provides, such model needs
to be trained with observations from diverse geographical locations.
Research is required on efficient sampling methodologies to calibrate
global surrogates, allowing us to determine the number of locations that
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would be sufficient, and ensuring that the most representative locations
are being selected.

Finally, we also observed an improvement in our simplest model
version when all biological fluxes were configured to depend on tem-
perature. Therefore, we can conclude that improving the mechanistic
relationships, rather than adding unconstrained diversity, can lead to
more robust globally applicable models. Here we base this statement
on the results of the model including temperature dependency, but
the same argument may apply to the use of allometric or otherwise
scaled and parameterized models, as well as to the combined use of
temperature and parameterized dependencies. A subsequent study will
analyze how these optimized model versions perform when applied to
the 3D environment: Does complexity affect our conclusions about the
drivers underlying phenology? How does complexity affect estimates
of primary production? The answers to these questions are key when
making decisions about which level of complexity should be used for
our study region.
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